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The Internet has changed the face of communications, commerce, 
and indeed the world.  And over time the Internet itself has changed 
too.  Until recently, most Americans at home accessed the Internet 

using telephone dial-up connections rather than today’s faster broadband 
connections.  With slower connections, home users limited themselves to a 
few basic online activities, such as email and web browsing, which perform 
passably well even on a slow network.  In this environment, the need for 
Internet service providers (ISPs) to manage their networks to ensure the 
best possible experience for their customers was limited.

Executive Summary

Today most Americans connect to the Inter-
net over broadband connections that are in 
some cases 400 times faster than the dial-up 
connections of the late 1990s.  But it is pre-
cisely because of these new bigger “pipes” 
that ISPs are finding that they need to more 
actively manage their networks.  Broadband 
networks have enabled the rise of new appli-
cations, including those that need to be man-
aged if they are to work effectively (e.g., voice 
over Internet Protocol, online gaming, video 
conferencing, and Internet Protocol-based 
TV) and those that can cause other applica-
tions to fail on an unmanaged network (e.g., 
many peer-to-peer (P2P) applications).  

With this exciting transformation of the In-
ternet into the universal communication 
platform of the future, network engineers 
face an array of daunting challenges.  Specifi-
cally, to provide customers a good Internet 
service and operate their networks efficiently, 
ISPs must be able to do two very important 

things: 1) allocate limited bandwidth fairly 
among users; and, 2) apply network man-
agement tools to shape traffic from mul-
tiple applications.  ISPs can and should do 
these things in a fair and nondiscriminatory 
manner.   Thus, they should strive to ensure 
that customers who pay for the same tier of 
service get roughly the same bandwidth at a 
given level of usage, eliminate harmful vari-
ations of delay (i.e. jitter), make consumers’ 
broadband service more conducive to using 
multiple applications simultaneously, while 
at the same time treating other applications 
and content fairly.

Unfortunately, network management solu-
tions have come under heavy criticism from 
many advocates of “net neutrality.”  The is-
sue of network management came to the fore 
when Comcast limited the ability of peer-to-
peer (P2P) users to operate in upload-only 
mode whenever P2P traffic exceeded 50 per-
cent of total upstream capacity of the entire 

To make progress to a 

ubiquitous digital world, 

bigger pipes are not suf-

ficient.  We need not just 

expanded network ca-

pacity but networks that 

are better and more in-

telligently managed.
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neighborhood.  More generally, the issue of network management refers to whether and to what extent ISPs can 
manage their networks to ensure quality of service for the majority of their customers.  

Strong advocates of net neutrality argue that ISPs should have little flexibility to manage their networks and that 
the solution to any kinds of network congestion or other network performance challenges can and should be solved 
by simply adding more network capacity—primarily in the form of “bigger pipes.”   Indeed, they fear that using 
efficient network management techniques may enable network operators to abuse their power, thereby stifling free 
speech and civic expression and erecting unfair barriers to other companies seeking to distribute digital content or 
applications.  Moreover, some proponents of net neutrality fear that any improvement in the efficiency of the Inter-
net will eliminate the motivation of ISPs to expand network capacity by “building bigger pipes.” As we transition to 
a ubiquitous digital world, bigger pipes are necessary – and public policy should support their deployment – but they 
are not a substitute for network management.  We need to not just expand network capacity, but also build networks 
that are better and more intelligently managed.  

Many if not most of the fears of the proponents of net neutrality stem from a lack of understanding of the history 
of the Internet, the economics of the ISP industry, and the science of network engineering.  This guide is intended 
to help policymakers better understand how broadband networks and the applications that run on them work, and 
calls for a balanced approach to the regulation of broadband network management.  A balanced approach should be 
based on reality: both the economic realities of building broadband networks and the scientific realities of network 
engineering.  In addition, it should provide ISPs the flexibility they need to manage complex networks while also 
ensuring oversight to insure that network management practices are not being applied in anti-competitive ways.

Effective policy in this area must be based on facts.  Unfortunately much of the debate over broadband network 
management to date has been informed more by rhetoric and emotion than by an actual examination of how ad-
vanced networks and the applications that run on them work.  By providing policymakers with this guide, ITIF 
hopes to better inform this debate.

Key Findings and Conclusions:

• Packet-switched networks, like the Internet, have advantages, but also disadvantages.  Packet-switched 
networks like the Internet were invented for their flexibility and efficiency, characteristics which are optimum 
for data applications.  But they have two key deficiencies in the absence of network management: 1) inability 
to equitably allocate bandwidth; and 2) high jitter, which are essentially micro-congestion storms that last tens 
or hundreds of milliseconds, and which can disrupt real-time applications such as VoIP, online gaming, video 
conferencing, and IPTV. 

• The Internet and its predecessor ARPANET became the first adopter of packet-switching networks 
because it was more efficient and flexible than the circuit-switching telephone network.  Unlike tele-
phone networks which only connected a small percentage of users at any given time, packet-switched net-
works allow everyone to be on the network at the same time and dynamically divide up the resources among 
the active users.  If few users are on the network, then those users get a lot of resources allocated to them.  If 
many users are on the network, then each user gets fewer resources but no user is locked out.  This dynamic 
expansion and contraction of bandwidth makes packet switching networks very efficient but the allocation 
of bandwidth can become disproportionate whenever applications like P2P resist reallocations of bandwidth.  
Network management can balance the allocation of bandwidth such that each customer in the same service 
tier gets an equitable share of the total bandwidth.

• Network management techniques, such as quality of service (QoS) mechanisms, make a packet-
switched network more conducive to simultaneous application usage.  Network management tech-
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niques such as QoS essentially carve out virtual circuits within a packet-switched network by providing the 
necessary resources and performance characteristics that real-time applications need.  This gives a packet-
switched network the real-time characteristics of a circuit-switched network while maintaining the robustness 
and flexibility of a packet-switched network.

• Even since its early days, the Internet has been a managed network.  The Internet has had basic net-
work management mechanisms built into it since its inception, although these mechanisms have undergone 
and continue to undergo much refinement as usage patterns on the Internet change.  Since 1987, for example, 
computers have used a revised version of the transmission control protocol (TCP) that includes a network 
congestion control mechanism developed by computer scientist Van Jacobson to slow down endpoints and 
prevent network meltdown.  

• Peer-to-peer (P2P) applications pose special challenges to broadband networks.  P2P users on unman-
aged networks can use a disproportionately high amount of bandwidth and cause network congestion.  In 
Japan, for example, P2P users represent 10 percent of the total broadband population but account for 65 to 
90 percent of traffic on the network.  By running multiple TCP flows (i.e. connections) per file transfer, P2P 
applications can effectively circumvent the Jacobson algorithm intended to allocate bandwidth.  As a result, 
P2P applications can maximize the use of available bandwidth, sometimes at the expense of other applications, 
such as VoIP and video conferencing, which require low latency and jitter.

• An ISP that dynamically allocates its network capacity can always offer its customers far more un-
guaranteed bandwidth than its guaranteed minimum level of service.  Because broadband networks are 
shared, it is more efficient to give consumers access to speeds that can increase when there is less congestion.  
Since only 1 to 10 percent of network users are active at any point in time, packet switching networks can dy-
namically allocate 10 to 100 times more bandwidth to each active user.  If a network can be built to guarantee 
1 megabit per second (Mbps) of performance for each user, for example, it can just as easily offer the customer 
1 Mbps of guaranteed performance and up to 20 Mbps of unguaranteed performance.   But building a network 
that provided a guaranteed performance of 20Mbps for example, would be much more expensive and require 
much higher monthly costs for the consumer.

• One goal of network management is to fairly allocate bandwidth between paying customers.  Fair-
ness dictates that customers who are paying for the same tier of broadband service from a broadband provider 
should get roughly the same bandwidth at a given level of usage.  Fair bandwidth allocation shouldn’t just mea-
sure instantaneous bandwidth usage, duration should also be factored in to the equitable distribution of band-
width.  If one application or one customer uses the network hundreds or thousands of times more frequently 
than another application or customer, it isn’t unreasonable to let the short duration application or customer get 
a short boost in bandwidth over the long duration application or customer.

• To achieve fair bandwidth allocations, protocol-agnostic schemes are the best solution.  ISPs can use 
protocol-agnostic network management systems (systems that measure the aggregate bandwidth consumption 
of each customer and not what protocols they are using) to ensure that bandwidth is shared fairly between 
customers.  Early network management systems that used less accurate protocol-specific schemes to allocate 
bandwidth between customers worked well most of the time but experienced occasional problems.  These 
protocol agnostic solutions are being evaluated by broadband providers. A key downside of protocol-agnostic 
network management systems is that they are often too expensive for smaller ISPs to deploy.

• Another goal of network management is to better share network resources between many different 
applications.  Different types of applications have different network requirements.  Real-time applications 
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(e.g., VoIP) are most sensitive to network jitter.  Video streaming applications (e.g., YouTube) have moderate 
fixed bandwidth requirements and moderate jitter tolerance.  Interactive applications (e.g., web browsing) have 
brief bursts in bandwidth that could disrupt real-time or streaming applications.  Background applications (e.g., 
P2P applications) are designed to be unattended with no one waiting for an instant response.

• Packets should be ordered logically with priority given to real-time applications first, streaming ap-
plications second, interactive applications third, and background applications last.  In order for all ap-
plications efficiently and fairly share an Internet connection, those with higher duration and higher bandwidth 
consumption (e.g., P2P) are given lower priority than applications with lower duration and lower bandwidth 
consumption (e.g., VoIP applications).  This does not mean P2P applications are being mistreated because they 
still receive the highest average bandwidth from the network.  

• To better enable multiple applications to share an Internet connection, protocol-specific schemes are 
necessary.  Application protocols that require low packet delay must be identified and must be protected 
against high variations in packet delay (e.g., jitter) and Quality of Service network management techniques are 
the mechanism that provides that protection.

• Wireless networks require more management than wired networks. Wireless networks require more net-
work management than wired networks because they have less bandwidth available and it must be shared more 
frequently.  Furthermore, multiple radio transmitters sharing the same wireless frequency in the same geo-
graphic location results in a high probability of radio interference which can bring networks to a halt.  These 
unique challenges of wireless networks require the most elaborate network management system of all in the 
form of a centralized scheduler which coordinates the transmission slots for network users as tightly and ef-
ficiently as possible without collision.

• Wireless network management enables innovation.  Intelligent wireless networks will ultimately spur more 
adoption and usage of wireless broadband, which facilitates more mobile e-commerce and enables more in-
novation and generation of wealth.

Responding to Common Misperceptions About Network Management:

• Network management techniques, such as QoS, do not put low priority applications on a “dirt road.”  
QoS gives higher prioritization to applications that have lower bandwidth, lower duration, and higher sensi-
tivity to packet delay.  In spite of this, applications that are given the least priority still end up receiving the 
highest average bandwidth from the network.  But with this logical prioritization scheme in place, low priority 
applications like P2P applications interfere less with other applications sharing the same network.  This in turn 
allows P2P applications to operate freely without any artificial constraints on when to use them or how much 
bandwidth to allocate to them which are commonly used on unmanaged networks.

• Building more bandwidth, while desirable, does not eliminate the need for network management.  
Advancing the digital economy requires higher speed broadband.  However, higher speed networks will not 
preclude the need for network management.  First, as network capacity grows, network demand also grows, 
as new kinds of applications emerge to take advantage of the capacity.  Second, networks with plenty of spare 
unused capacity on average can still suffer instantaneous shortages at peak times of the day.  Third, networks 
operating at low utilization levels can still suffer packet delay in the form of jitter.

• Metered pricing and usage caps alone will not solve the problem of network congestion.  Metered pric-
ing and bandwidth usage caps are legitimate tools for ensuring the efficient use of networks, but they cannot 
control instantaneous bursts in demand nor can they deal with the problem of jitter and the inability of dumb 
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networks to gracefully support multiple applications.  Only advanced network management techniques like 
quality of service can deal with these challenges.

Policy Implications:

• Legislation and regulations should not limit efforts by ISPs to fairly use network management to 
overcome technical challenges and maintain a high quality Internet service for their customers.  As 
described in this report, ISPs face many technical challenges to manage network congestion and support vari-
ous online applications.  Network management is a necessary and important component of broadband net-
works, and policymakers should support its use.  However, this freedom to manage the network is not a license 
for ISPs to behave in anti-competitive ways such as blocking legitimate websites or unreasonably degrading 
services that users have paid to access.  Neither should ISPs unreasonably discriminate against any content or 
service on the open Internet.

• Policymakers should be cognizant of the effects of certain proposed legislation on the use of network 
management.  Some proposed net neutrality bills ban differentiated pricing for enhanced QoS and would 
have undesirable and unintended consequences.  One intent of these bills is to facilitate more open Internet 
bandwidth for broadband consumers, but the result may be just the opposite.  Not allowing network operators 
to prioritize their own IPTV content above other Internet content, for example, will simply push those cable 
TV-like services onto private circuits that share the same physical network.  That would result in less Internet 
bandwidth being available on a permanent basis for broadband consumers even when they are not using their 
IPTV service.

• The federal government has a key role to ensure openness and fair play on the Internet.  However, it 
should do this with sensible rules.  Policies should strive to prevent any potential abuse without eliminating the 
ability of ISPs to manage their networks in ways that produce the best possible user experience for the largest 
number of users, and without eliminating incentives to build the next generation broadband network.  Toward 
that end the FCC should oversee broadband providers and ensure that they ISP network management practices 
are open, transparent and not harmful to competition. And the ISP industry should continue its efforts to 
develop and abide by industry codes of good conduct regarding network management that include, but are not 
limited to, fuller and more transparent disclosure to consumers of network management practices.

Conclusion:

The Internet in all its glory has never had a perfect architecture.  There have always been conflicts between users and 
applications competing for scarce network resources.  Network management is necessary to fairly allocate bandwidth 
between customers and seamlessly support multiple applications on shared network connections.

The Internet and broadband technology are continuing to evolve at a fairly rapid rate, and neither shows any signs 
of maturing.  Network engineers continue to find new solutions to improve the Internet experience for all users.  
This situation makes it very difficult, if not impossible, to predict where the market and technology will evolve.  The 
Internet is so valuable precisely because it is open to anyone, for any use, and for any business model, but participa-
tion has always required varying levels of payment for varying levels of service between willing parties.  Given this 
environment, it is best for policymakers not to issue blanket prohibitions on network management technology and 
existing business models.  Instead, policies should focus on creating better transparency for all Internet companies 
along with FCC oversight to ensure that broadband providers are managing networks in ways that are not unfair or 
anticompetitive.
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The Internet has changed the face of communications, commerce, 
and indeed the world.  What started out as an academic and mili-
tary network exploded into the commercial and consumer space 

with the proliferation of e-mail and the World Wide Web in the 1990s.  But 
even through the early years of the current decade, most Americans at home 
accessed the Internet over telephone lines using dial-up connections.  In 
this world, the need for Internet service providers (ISPs) to manage their 
networks to ensure the best possible experience for their users was limited.  
Basic text-based applications such as e-mail and Web browsing perform 
passably well even on a slow network.  And paradoxically because networks 
were so small, there were few applications that created the kinds of network 
congestion problems that applications such as many peer-to-peer (P2P) ap-
plications cause today.

Managing Broadband Networks: 
A Policymaker’s Guide

Today most Americans connect to the Inter-
net over broadband connections that are in 
some cases 400 times faster than the dial-up 
connections of the late 1990s.  But it is pre-
cisely because of these new bigger “pipes” 
that ISPs are finding that they need to en-
gage in more active steps to manage their 
networks.   Indeed, we are in the midst of a 
revolution in video distribution, video com-
munications, telemedicine, online gaming, 
and telephony over the Internet made possi-
ble by faster Internet connections.  This has 
resulted not only in an exponential growth in 
demand for network capacity but also in the 
increased use of applications that need real-
time communication—applications such as 
Voice over Internet Protocol (VOIP), online 
gaming, video conferencing, and Internet 

Protocol-based TV (IPTV) that were never 
meant to run on the early Internet.  

With this exciting transformation of the In-
ternet into the universal communication 
platform of the future, the engineers face an 
array of daunting challenges.  Specifically, 
to provide customers a good Internet ser-
vice and operate their networks efficiently, 
ISPs must be able to do two very important 
things.  First because network capacity is in-
herently limited, even on much bigger pipes 
than exist today, ISPs must be able to allocate 
bandwidth among users.  The most effective 
way to do this is to dynamically allocate band-
width (employing “statistical multiplexing”) 
so that each customer is able to get far more 
bandwidth than the guaranteed minimum.   

To make progress to a 

ubiquitous digital world, 

bigger pipes are not suf-

ficient.  We need not just 

expanded network ca-

pacity but networks that 

are better and more in-

telligently managed.
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Second, different applications have different network 
needs; ISPs need to be able to apply network manage-
ment tools to shape traffic from multiple applications 
so that overall all applications work effectively.  For 
example, some applications like VOIP need real-time 
capabilities, while others, like email do not. A smart 
and well-managed network will attempt to simultane-
ously satisfy different types of applications as best as 
possible.  ISPs can and should do these things in a fair 
and nondiscriminatory manner.   Thus, they should 
strive to ensure that customers of a broadband pro-
vider who are paying for the same tier of service get 
roughly the same bandwidth at a given level of usage, 
eliminate harmful variations of delay called jitter, and 
strive to ensure that broadband is more conducive to 
simultaneous application usage.  However, this free-
dom to manage the network is not a license for the 
broadband provider to behave in anti-competitive 
ways such as the blocking of legitimate websites or the 
unreasonable degradation of services that users have 
paid to access.  Broadband providers should not un-
reasonably discriminate against any content or services 
on the open Internet.  The FCC should oversee and 
ensure that the broadband providers remain on their 
best behavior.

Because of these new bigger “pipes,” ISPs are finding that they 

need to engage in more active steps to manage their networks. 

Unfortunately, network management solutions have 
come under heavy criticism from many advocates of 
“net neutrality” who long for the idealized golden days 
of the early “dumb” Internet that, in fact, never was.  
Proponents of net neutrality fear that using efficient 
network management techniques may enable network 
operators to abuse their power, thereby stifling free 
speech and civic expression and erecting unfair barri-
ers to new market entrants.  

Moreover, some proponents of net neutrality fear that 
any improvement in the efficiency of the Internet will 
eliminate the motivation of ISPs to expand network 
capacity by “building bigger pipes.” 

Many if not most of these fears of the proponents of 
net neutrality stem from a lack of understanding of 
the history of the Internet, the economics of the ISP 
industry, and the science of network engineering.  This 

policymakers’ guide to how broadband networks and 
the applications that run on them actually work report 
explores these topics and calls for a balanced approach 
to the regulation of broadband network management.  
A balanced approach should be based on both eco-
nomic realities and the realities of network engineer-
ing and should provide ISPs the flexibility they need to 
manage complex networks while also ensuring over-
sight to prevent any potential abuses.  To make prog-
ress to a ubiquitous digital world, bigger pipes are not 
sufficient.  We need not just expanded network capac-
ity but networks that are better and more intelligently 
managed. 

THE DEBATE ABOUT NET NEUTRALITY
What is net neutrality and why is there a debate about 
it?  Basically, the proponents of net neutrality legisla-
tion argue that ISPs should not be permitted to speed 
up, slow down, or block Web content on the basis of the 
content’s source, destination, or owner.  Opponents of 
net neutrality legislation argue that ISPs should be free 
to manage traffic on the networks to provide the best 
quality service to their customers. 

The debate over net neutrality has evolved in at least 
three main stages.  In the first stage, the focus was 
largely on the ability of ISPs to block or degrade sites 
or applications that they either didn’t like or saw as 
a commercial threat.  A well-known example was the 
case of Madison River Communications blocking 
a competing Internet-based telephony service from 
Vonage, a case the U.S. Federal Communications 
Commission (FCC) intervened in successfully.  As all 
of the major Internet service providers have agreed to 
the “Internet Four Freedoms” for broadband consum-
ers (freedom to access legal content of their choice, 
to use applications of their choice, to attach personal 
devices of their choice, and to obtain information con-
cerning their service plans)  initially laid out by former 
FCC Chairman Michael Powell, this issue of outright 
blocking has receded in importance. 

In the second stage of the debate, the focus was on 
the ability of ISPs to use tiered pricing in which they 
charge content or application providers for giving them 
priority service, without degrading or slowing other 
applications.  Tiered pricing by ISPs was and contin-
ues to be considered controversial.  Proponents of net 
neutrality believe that tiered pricing is unfair and may 
lead to anticompetitive behavior on the part of ISPs.  
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Free market proponents and network operators argue, 
on the other hand, that the market will address any 
potential for abuse and that no additional oversight is 
needed.  But as the Information Technology and In-
novation Foundation noted in “A Third Way on Net 
Neutrality,” neither position adequately describes the 
nature of the problem nor articulates the kind of bal-
anced approach that is needed.

The third stage of the debate over net neutrality that 
has emerged more recently pertains to what has been 
termed broadband network management.  The issue 
of network management came to the fore when Com-
cast engaged in practices to limit the uploading of cer-
tain kinds of peer-to-peer (P2P) files at certain times 
of the day.  More generally, the issue of network man-
agement refers to whether and to what extent ISPs can 
manage their networks to assure quality of service for 
the majority of their customers.  Strong advocates of 
net neutrality argue that ISPs should have little flex-
ibility to manage their networks and that the solution 
to any kinds of network congestion or other network 
performance challenges can and should be solved 
by simply adding more network capacity—primarily 
in the form of “bigger pipes.”  Several net neutral-
ity proposals under consideration in the United States, 
Canada, and Europe (see box 1).  

As this report demonstrates, however, the issue is far 
more complicated than the advocates of net neutral-
ity suggest.  At least for the foreseeable future, add-
ing more network capacity will not solve network 
congestion or other network performance challenges 
because demand has a way of soaking up supply.  Fur-
thermore, as discussed in this report, certain types of 
applications on the Internet—including many P2P 
applications—are intentionally designed to take most 
of the available capacity on a network.  This situation 
makes the use of other applications, including Internet 
telephony, which is dependent on low latency, quite 
difficult.  Thus, in the absence of intelligent network 
management, the quality of many broadband users’ 
Internet experience will be diminished.  

The Internet and broadband technology are continu-
ing to evolve at a fairly rapid rate, and neither shows 
any signs of maturing.  This situation makes it very 
difficult, if not impossible, to predict where the market 
and technology will evolve.  Given this environment, 

policymakers would be well advised to avoid issuing 
blanket prohibitions on certain types of behavior by 
ISPs.  A better approach would be to foster concerted 
efforts by all parties, including the FCC, to find solu-
tions that give ISPs the tools they need to effectively 
manage their networks but in ways that are clearly in 
the public interest.

If the United States is to make effective policy in this 
area, policymakers must base their decisions on an in-
formed view of how advanced broadband networks 
and the applications running on them actually work.  
Much of the debate over broadband network manage-
ment to date has unfortunately been informed more 
by rhetoric and emotion than by an actual examina-
tion of how advanced networks and the applications 
running on them work.  By providing policymakers 
with a guide to how broadband networks and the ap-
plications that run on them work, the authors of this 
report hope to help change the nature of this debate.  

THE EVOLUTION OF NETWORKS AND 
NETWORK MANAGEMENT
Before the development of the Internet, the telephone 
system was the most prevalent network in the world.  
The phone system was built on a common networking 
technology described below called circuit switching.  
As described below, the circuit-switching network 
technology created for real-time voice communica-
tions (telephony) inherently lacks the flexibility and 
efficiency needed for the Internet.  

The Internet and its predecessor ARPANET were 
based on a whole new type of networking technology 
called packet switching, also described below.  As time 
goes on, circuit switching and packet-switching net-
work architectures are becoming more like each other 
and adopting each other’s strengths.  The focus of this 
paper, however, is predominantly on the management 
of packet-switching networks such as the Internet.

A.  Circuit-Switching Networks Used in the 
Telephone System
Circuit-switching networks used in the telephone 
system allocate fixed resources when a connection is 
initiated and these resources remain in use until the 
connection is terminated.  Thus, if too many people 
try to call at the same time and all available circuits 
filled up, subsequent callers are denied access to the 
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BOX 1:  NET NEUTRALITY PROPOSALS UNDER CONSIDERATION AROUND THE WORLD

The governments of the United States, Canada, and Europe are considering three types of net neutrality proposals that seek to regu-
late prioritization technologies and enhanced Quality of Service (QoS). 

   Net Neutrality Bills That Completely Ban Prioritization

• S. 2360: Internet Nondiscrimination Act of 2006, Ron Wyden (D-Oregon)a

• Bill C-552: Charlie Angus, Canadian House of Commons

Net neutrality bills that completely ban prioritization take a hard-line approach that network prioritization should not be permitted 
and they make no exception for whether an application is sensitive to packet delay or not.  S. 2360 in the United States explicitly bans 
“allocating bandwidth” and forbids Internet service providers (ISPs) from favoring their own content, which can be interpreted to 
include Internet Protocol-based TV (IPTV) riding over the last mile of the Internet.  Bill-552 in Canada simply bans network priori-
tization, regardless of the application.  Although both bills do make exceptions for prioritization of “emergency communications,” 
there is no practical way for an ISP to detect an emergency phone call in a Voice over Internet Protocol (VoIP) stream, especially if 
the call-control or the entire VoIP session is encrypted.  Even if nothing is encrypted, these bills would effectively mandate that ISPs 
snoop in on the call-control portion of the VoIP stream to look at every phone number that the consumer dials.  Neither of the two 
aforementioned bills has been enacted.  It is important to note that banning prioritization technology on the Internet would force ISPs 
to privatize more of their network using less-efficient circuit-switching networks and allocate fixed bandwidth to get the QoS they 
need.  This would end up decreasing Internet capacity allocation, a result that is just opposite of the legislators’ intention.  

   Net Neutrality Bills That Ban Multitier Quality of Service (QoS) and Sale of QoS

• H.R. 5273: Net Neutrality Act of 2006, Ed Markey (D-MA)b

• S. 215: Internet Freedom and Preservation Act of 2007, Olympia Snowe (R-ME) and Byron Dorgan (D-ND) c

• H.R. 5417:  Internet Freedom and Nondiscrimination Act of 2006, Jim Sensenbrenner (R-WI) and John Conyers (D-MI).  
A nearly identical bill was introduced in 2008. d

Net neutrality bills that ban multitier QoS and sale of QoS, the most common type, take a more nuanced stance that permits QoS 
technology only if everyone got the same enhancements regardless of whether they paid for the service.  The aforementioned bills, 
none of which has been enacted, were intended to prevent ISPs from offering content providers premium delivery services at a fee 
and to prevent broadband providers from favoring their own content such as their IPTV service.  But almost all large-scale content 
providers on the Web pay private CDNs for guaranteed delivery, so broadband providers offering these CDN services simply make the 
CDN market more competitive.  It should also be noted that mandating a single QoS tier and banning exclusive QoS enhancements 
would force broadband providers to resort to operating video on private networks, a situation that would decrease Internet capacity 
allocation.  

   A Proposal for Minimal Quality of Service (QoS) Mandates for All Applications and Services
• The European Parliament Amendment 22(3) put forth a proposal that would have national regulatory authorities issue 

minimum quality of service requirements on the Internet.  The details of the language are still being hammered out in 
parliament.

Networks are shared by end users, and the performance of a network can vary significantly over time.  The Internet is a best effort 
network, and performance levels are never guaranteed.  That is why all large-scale on-demand video distribution services like You-
Tube bypass much of the Internet using private CDNs. Mandating a minimum quality of service standard could mean that normal 
variations in Internet performance may now be interpreted as a violation.  Some have suggested that the minimal QoS requirement 
is actually a minimal requirement for universal broadband service in Europe.  Amendment 22(3) is not written in the context of uni-
versal service, however, because universal service broadband requirements generally define the minimal performance of a broadband 
connection for the consumers; not minimal performance for the content or application provider.  Amendment 22(3) is vague enough 
that it could be interpreted as minimal quality for content providers.  Like the bills proposed in the U.S. Congress that mandate a 
single tier of QoS, Amendment 22(3) is intended to prevent ISPs from offering content providers premium delivery services at a fee.  
Premium services would be less relevant if content providers were guaranteed a minimum QoS, assuming that that minimum level of 
service is high enough.

 S. 2360, Internet Nondiscrimination Act of 2006. Available at: <www.publicknowledge.org/pdf/s2360-109.pdf>. 
 H.R. 5273, Net Neutrality Act of 2006.  Available at: <markey.house.gov/docs/telecomm/MARKEY_002_XML.pdf>. 
 S. 215, Internet Freedom and Preservation Act of 2007.  Available at: <www.publicknowledge.org/pdf/s215-110-20070109.pdf>.
 H.R. 5417, Internet Freedom and Nondiscrimination Act of 2006 (revived in 2008).  Available at: <www.publicknowledge.org/pdf/hr5417-109.pdf>.
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system and the user gets an “all circuits busy” mes-
sage.   Additional users can use the phone system only 
if the circuits are open.   If the network is not filled 
to capacity, circuits remain unused.  Unused circuits 
cannot be dynamically allocated to the existing con-
nections.  Thus, for example, a fax machine cannot 
transmit a fax through the telephone system based on 
circuit switching any faster even if only 10 percent of 
the circuits are in use.  Another characteristic of cir-
cuit switching networks is that communications are 
generally limited between two devices unless the cir-
cuit is terminated and a new circuit created.  Simply 
put, if Bob is on the phone with Alice but he wants to 
talk to Mary, he has to hang up on Alice and then dial 
Mary’s phone number.  

Even though circuit-switching networks offer less 
than optimal resource utilization and limited flexibil-
ity, such networks do offer the advantages of consis-
tency and predictability.  Consistency and predictabili-
ty are ideal for real-time applications such as telephony 
and video conferencing.  Circuit-switching networks 
are too limiting and inflexible to be used for the Inter-
net.  The Internet and its predecessor ARPANET are 
based on a newer technology called packet switching.  

B.  Packet-Switching Networks such as the 
Internet 
The Internet and its predecessor ARPANET were 
the first packet-switching networks in the world.  In 
1969, when the Defense Advanced Research Projects 
Agency of the U.S. Department of Defense created a 
wide area network called ARPANET to connect gov-
ernment research centers and universities.  The first 
ARPANET used Network Control Program (NCP) as 
its communication protocol (language and syntax).  

In 1972, Robert Kahn began working on the next AR-
PANET communications protocol called the Trans-
mission Control Protocol/Internet Protocol (TCP/
IP), and he was joined by Vinton Cerf in 1973.  In 
1983, ARPANET officially switched over to TCP/IP, 
the U.S. military split off from ARPANET for secu-
rity purposes, and the Internet as we know it today 
was born.  As described in Box 2, the Internet is a 
network of networks. 

The packet-switching network used in the Internet is 
a radical change from the circuit-switching network.  
A packet-switching network allows everyone to be 
on the network at the same time and dynamically di-
vides up the resources among the active users on the 
network.  If very few users are on a packet-switching 
network, then those few users get a lot of resources 
allocated to them.  If many users are on the network, 
then each user gets fewer resources but at least is not 
locked out of the system.  Unlike a circuit-switching 
network, a packet-switching network allows multiple 
devices to communicate simultaneously and to remain 
connected to the network all the time instead of hav-
ing to go through a time-consuming dial-up process 
such as that required on the phone system when a fax 
machine begins sending a fax.*

C.  The need for Quality of Service (QoS) on 
Packet-Switching Networks
Packet-switching networks such as ARPANET and 
the Internet were invented for their flexibility and ef-
ficiency characteristics, which are optimum for data 
applications.  The disadvantages of a packet-switching 
network are (1) a lack predictability for real-time ap-
plications such as VoIP, online gaming, video confer-
encing, and IPTV, which stems from the fact that the 
network is doing multiple things at the same time; and 
(2) high jitter.  High-jitter conditions are essentially 
micro-congestion storms that last tens or hundreds 
of milliseconds.  High jitter occurs whenever a large 
number of packets come from a faster network link to 
a slower network link or where several networks links 
merge to a single link.  When this happens, network 
devices such as routers and switches get backlogged, 
and they force packets to wait inside their memory 
buffers, increasing the time it takes packets to traverse 
a network.  

To prioritize network traffic on packet-switching 
networks for real-time applications over applications 
that are relatively insensitive to packet delay, network 
managers can use traffic-shaping mechanisms called 
Quality of Service (QoS).  There are many common 
alternative words used to describe QoS mechanisms, 
including “enhanced Quality of Service,” “network in-
telligence,” “prioritization,” or “premium service.” 

*Early Internet users will recall that the first dial-up Internet access accounts relied on phone and modem technology, which also used 
those slow and noisy handshakes to establish connections to the Internet.  This is actually an example where the last-mile access layer of 
the Internet was a circuit switched phone network where bandwidth was fixed, slow, and dedicated.  But once the user got beyond the ISP 
modem banks, it was a packet switching Internet that allowed users to get to any website they wanted. 
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 QoS essentially carves out virtual circuits within a 
packet-switching network by providing the necessary 
resources and performance characteristics that real-
time applications need.  This gives a packet-switch-
ing network the real-time characteristics of a circuit-
switching network while maintaining the robustness 
and flexibility of a packet-switching network.   Voice 
(telephony) and video conferencing have long been 
handled by circuit-switching networks because of such 
networks low and predictable packet delays.  QoS al-
lows a packet-switching network to become just as re-
liable as a circuit-switching network.  

 The Internet is an evolving platform that needs to 
adapt to support new applications and services such 
as voice and video conferencing and it has already un-
dergone many changes.  Going as far back as 1992, the 
Internet Engineering Task Force (IETF) has been try-
ing to define and standardize QoS mechanisms.  The 
architecture of the Internet should not remain and has 
not remained in a frozen state of development. Because 
the modern Internet is expected to become the “jack 
of all trades” and handle every type of application, 
packet-switching networks have to become more pre-
dictable and jitter free with more network intelligence.  

 BOX 2: OVERVIEW OF THE INTERNET
The Internet, derived from the word internetwork, is a network of networks.  Small networks are linked together by a common pro-
tocol called Transmission Control Protocol/Internet Protocol (TCP/IP) to create the larger global network called the Internet.  What 
started off as a military and academic project in the 1960s was quickly commercialized in the 1990s, and the Internet  became the 
common protocol and communication medium for every computer in the world.  

Today, the Internet primarily consists of private networks that are interconnected via peering arrangements and contractual agree-
ments.  A peering arrangement is a contractual agreement between two Internet service providers (ISPs) to interconnect and ex-
change traffic.  This peering arrangement may involve the larger ISP charging the smaller ISP because the smaller ISP will benefit 
more from the infrastructure built and paid for by the larger ISP or it might involve no money changing hands if each ISP has some-
thing of equal value. 

 

                         

Note: The TCP/IP protocol has been so successful that even networks not connected to the Internet use TCP/IP.  It’s also common to hear the term “IP 
Network” refer to a generic network that runs TCP/IP.  Many newer phone systems, for example, run on an IP Network, but they’re often not connected 
to the Internet.
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Effort to make circuit-switching networks more flex-
ible and efficient are also underway, with technologies 
like switched digital video that allow cable TV compa-
nies to make more efficient use of their infrastructure.  

STATIC VS. DYNAMIC ALLOCATION OF 
NETWORK CAPACITY
One of the fundamental questions asked by many peo-
ple is, “Why do networks even need to be shared and 
managed and why can’t we just build more bandwidth”?  
The reason is that short of having networks with infi-
nite capacity, network bandwidth will always have to 
be managed.  The fact that infinite capacity networks 
will never exist means that either (1) the network al-
locates fixed bandwidth determined by the worst-case 
minimum bandwidth the network can support; or (2) 
the network dynamically expands and contracts avail-
able bandwidth to each customer depending on the 
number of  active users at any given time.

For example, if a network can be built to guarantee 1 
Megabits per second (Mbps) of performance for each 
user, it can just as easily offer the customer a 1 Mbps 
of guaranteed performance and up to 20 Mbps of un-
guaranteed performance.  If 5 to 20 percent of people 
are actively utilizing a network at the same time, the 
worst-case bandwidth is 5 Mbps and the best case is 
20 Mbps if the network divides up the available band-
width evenly.  In other words, even when a managed 
network is running slower during peak hours of use, it 
will offer each customer more bandwidth at any given 
time than the guaranteed minimum bandwidth offered 
by a network with fixed bandwidth.  

The concept of gaining several times more bandwidth 
through dynamic resource allocation is called “statisti-
cal multiplexing,”—and it is the law of efficient net-
working.  Opponents of network management object 
to the contraction of bandwidth because they feel that 
building more bandwidth is a better option, but a net-
work that never contracts is by definition a network that 
can never expand to take advantage of idle capacity.  
Engineers cannot allocate best-case fixed bandwidth 
assuming that only 1 percent of the customer base will 
be active at any time because the minute more than 1 
percent of the customers use the network, a network 
that doesn’t permitted bandwidth contraction will melt 
down.  Fixed bandwidth networks by definition have 
to operate on a worst-case basis and this is precisely 

the reason designers of the Internet rejected the fixed 
bandwidth circuit-switching model.

Statistical multiplexing is the law of efficient networks 
regardless of how fast networks become in the future 
and using it allows networks to operate 5 to 20 times 
faster.  ISPs use statistical multiplexing to give con-
sumers the most performance at an affordable price.  
There are guaranteed bandwidth Internet services of-
fered to most commercial sectors, but these services 
are typically 30 times more expensive per Mbps than 
the variable bandwidth service offered through statis-
tical multiplexing.  Consumers prefer the much faster 
variable bandwidth service over the guaranteed service 
because most don’t want to pay what it requires to get 
the higher bandwidth guarantees.

The Internet has had basic network management mechanisms 

built into it since its inception, although these mechanisms have 

undergone much refinement over the years and continue to un-

dergo refinements needed because of the changing usage of the In-

ternet.

If statistical multiplexing is such a wonderful and ef-
ficient technology, then why does it have such a poor 
reputation?  One reason is the misperception that the 
advertised peak performance is the same as the guar-
anteed performance.  Perhaps it is because consumers 
see an advertisement for Internet service offering “up 
to 16 Mbps” (peak performance) and overlook the “up 
to” portion of the advertisement.  Part of the fault lies 
with ISPs that have not done a good job educating the 
public with their marketing campaigns that the ser-
vice they are selling is shared bandwidth.  Consumers 
expect the advertised bandwidth to be the guaranteed 
bandwidth, and if they are throttled below the peak 
advertised performance, they get dissatisfied.

The obvious solution to this problem is clear disclo-
sure, but no ISP wants to come out and advertise the 
minimum and maximum performance of its services 
unilaterally while its competitors continue to em-
bellish their offerings by touting peak performance.  
Government can play an important role in helping to 
solve this problem by mandating broadband advertis-
ing rules that require both the guaranteed and peak 
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performance figures to ensure an even playing field 
between ISPs providing broadband.

JACOBSON’S ALGORITHM: A TCP 
CONGESTION–CONTROL MECHANISM BUILT 
INTO THE INTERNET
As a shared packet-switching network that dynami-
cally allocates resources to active users, the Internet 
requires a way to fairly distribute and allocate avail-
able bandwidth among active users.  It also requires 
a traffic-policing mechanism that prevents users from 
overwhelming the network with too much data.  As 
described below, the Internet has had basic network 
management mechanisms built into it since its incep-
tion, although these mechanisms have undergone 
much refinement over the years and continue to un-
dergo refinements needed because of the changing us-
age of the Internet. 

The Internet is built on various networking protocols, 
most importantly the Internet suite known as Trans-
mission Control Protocol/Internet Protocol (TCP/
IP).  TCP/IP is divided into an endpoint (computer) 
component and a network component.  TCP runs 
on the endpoint devices such as computers, printers, 

and Web servers, while IP runs on the network infra-
structure on devices such as routers.  End-point de-
vices attached to the Internet manage things like data 
transmission speed and error correction, while routers 
control the proper routing and delivery of packets.  

This separation of duties does not mean that comput-
ers and routers operate independently of each other.  
The network and the endpoints must closely interact to 
make this all work.  Since 1987, for example, comput-
ers have used a revised version of TCP that includes a 
network congestion control mechanism developed by 
computer scientist Van Jacobson to slow down (throt-
tle) the endpoints and prevent meltdown (see box 3).  

During the early days of the Internet, Jacobson’s TCP 
algorithm mostly succeeded in fairly allocating band-
width among users.  The allocation was fair because 
people didn’t routinely run multiple applications at 
the same time and early Internet applications like File 
Transfer Protocol (FTP) used a single TCP flow to 
transfer a file.  A flow is the data stream between two 
endpoints that have made a connection to each other.  
During the 1990s, Web browsers, which use the Hyper 
Text Transfer Protocol (HTTP), also used single TCP 
flows to transfer individual files.

This all changed dramatically in 1999 when the first 
peer-to-peer (P2P) application called Swarmcast was 
created.  Swarmcast actively exploited the fairness 
loophole in Jacobson’s TCP algorithm.  By running 
multiple TCP flows per file transfer, the application 
could effectively gain “immunity” from Jacobson’s al-
gorithm.  Under a congested network, P2P could run 
many times faster than other traditional file transfer 
protocols such as FTP or HTTP.  If the P2P applica-
tion ran 20 TCP flows, it could run up to 20 times fast-
er than FTP or HTTP under a congested network.

Figure 1 shows small pipes representing data flowing 
through a cut-away pipe which represent a network.  
Remember that the TCP/IP packet-switching network 
is shared and it dynamically allocates and divides band-
width among the active users.  The active users are all 
competing for shared bandwidth.

Starting from top to bottom, the drawings show User 
A taking a bigger and bigger share of the pipe as his 
P2P application increases the number of TCP flows 

Figure 1: Exploiting TCP Congestion Control
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 BOX 3: JACOBSON’S ALGORITHM FOR AVOIDING NETWORK CONGESTION AT WORK 

Since 1987, computers have used a revised version of the Transmission Control Protocol (TCP) that includes a network conges-
tion control mechanism developed by computer scientist Van Jacobson.  

Jacobson’s algorithm works by leveraging the fact that routers in a network becoming overloaded with data traffic will have 
to drop packets.  A computer running Jacobson’s algorithm treats the dropping of packets as an implicit notification from the 
network that it is unable handle any more traffic.  When a computer running the algorithm fails to get an acknowledgment from 
the computer it’s sending data to because the data was never delivered, it responds by instantly cutting a computer’s transmit 
rate in half.  

Jacobson’s algorithm then allows an additive increase in transmit rate with each successful acknowledgment from the computer 
receiving data.  Thus, the computer sending data will continue to speed up the rate of data transmission until the network can no 
longer support the data flow and begins to drop more packets.  At that point, the computer running Jacobson’s algorithm will cut 
the rate of data transmission in half again.  Then the whole cycle—the official name of which is “additive increase/multiplicative 
decrease” (AIMD)—will begin again.

The graph below shows a network in conjunction with Jacobson’s algorithm evenly dividing up bandwidth between two TCP 
flows.  As the aggregate bandwidth from the two flows reaches the limit, the router randomly drops packets on the network, 
which statistically hits the flow with the fastest rate.  Every time a TCP flow experiences a dropped packet, its rate is cut in half 
by a multiplicative decrease.  With every successful acknowledgment, it speeds up smoothly with an additive increase.

                      

                         

Note: This is an oversimplification of Jacobson’s algorithm.  There are more complex factors such as the average packet delay, the 
actual TCP implementation, and other factors in play that determine whether bandwidth is evenly divided up.  This mechanism 
also assumes that the computer on the endpoint “plays nice” and uses a standard TCP implementation.  If the computer on the 
endpoint voluntarily cheats and refuses to back off on transmit rate, it can gain a performance advantage and there isn’t much a 
typical network can do about it.  Furthermore, if the endpoint isn’t using TCP at all and is instead using User Datagram Protocol 
(UDP),TCP congestion control doesn’t even apply, and the management of UDP is left up to the network equipment.
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while User B’s traditional application gets squeezed 
into a smaller and smaller pipe.

All the individual small pipes representing TCP flows 
are all roughly the same size.  The difference for User 
A is that he has more pipes giving him a higher aggre-
gate speed.  User A is effectively taking multiple bites 
from the apple to gain a larger share and his applica-
tion is exploiting the system.

This creates a huge degree of unfairness between users 
where P2P users running applications like BitTorrent 
are allocated a disproportionately large share of band-
width at the expense of other users that are vying for 
the same bandwidth using non-P2P applications.

NETWORK FILE DISTRIBUTION 
ARCHITECTURES
To understand network management and network 
congestion, it is important to understand that there 
are three main file distribution architectures on the 
Internet:  (1) client-server, (2) peer-to-peer (P2P), and 
Content Delivery Network (CDN).  Each of the three 
major file distribution architectures has different im-
plications for network capacity.  These differences are 
important to consider when implementing network 
management solutions.

As described below, each of these architectures has 
pluses and minuses, and each is most suitable to dif-
ferent situations.  The client-server architecture has 
limited scalability and high cost of operation.  This led 
the P2P architecture to very popular within the ad hoc 
file trading community.  But P2P architecture lacks 
the reliability that the commercial market expects; it 
also lacks the ability to serve content in order for on-
demand video streaming.  For that reason, large-scale 
file distribution services and on-demand video servic-
es universally prefer more expensive but more robust 
CDN architecture.  

A.  Client-Server File Distribution Architecture
One of the first applications of the Internet was file 
transfer using File Transfer Protocol (FTP) or Hyper-
text Transfer Protocol (HTTP) and client-server file 
distribution architecture.  A “file” could be anything 
such as an electronic document, a digital photo, digi-
tal music, or digital video.  The client-server method 
of file distribution was simple to understand because 

you had a server that served or “uploaded” files and 
you had clients that wanted the files by “downloading” 
them from the server (see figure 2).

The problem with the client-server architecture is that 
the server’s scalability depended upon the amount of 
upstream capacity it had for uploading files.  If it had 
10 Mbps of upstream capacity, it could either distribute 
to 10 clients at 1 Mbps each or it could distribute to 31 
clients at 0.32 Mbps which is sufficient for low-reso-
lution video streaming.  Even if the server capacity is 
10,000 Mbps, which requires a huge server and at least 
$30,000 per month in bandwidth fees as of 2008, the 
realistic capacity for a video streaming server deliver-
ing YouTube level quality at 320 Kbps is only 31,000 
simultaneous users.  There’s also less assurance that 
the server’s bandwidth can overcome congestion at ev-
ery stage of the Internet to reach every corner of the 
global network.

Figure 2: Client Server Model

B.   Peer-to-Peer (P2P) File Distribution 
Architecture
The P2P file distribution architecture illustrated to the 
right solved the scalability and cost issues of the client-
server model (see figure 3).  In the P2P architecture, 
the server—now called a “seed”—can leverage the 
fact that its clients—now called “peers”—can upload 
any data they receive to other peers, and those peers 
will in turn upload to other peers and so on.  The peers 
automatically become seeds the instant they accumu-
late all the necessary pieces of the file.  This chain of 
events can go on indefinitely.  

The three operational modes of clients in P2P net-
works—peers, seeds, and leeches—are defined more 
fully in Box 4.  The higher the ratio of seeds to peers in 
the P2P architecture, the faster the download speeds 
for the peers.  This is the “secret sauce” that allows 
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P2P file distribution to scale indefinitely without mas-
sive amounts of server bandwidth or paying for dis-
tribution services.  If no one uploads, the entire P2P 
architecture breaks down.  

P2P file distribution effectively doubles the network 
traffic load for ISPs because downstream traffic is ac-
companied by upstream traffic, which is needed to 
sustain the P2P chain and feed other P2P users.  And 
whereas most other applications use a single TCP flow, 
P2P applications use multiple flows to gain immunity 
against Jacobson’s algorithm.  

The P2P architecture shifts the majority of bandwidth 
and server costs away from content distributors and 
to the end users and ISPs.  Although this phenom-
enon imposes some costs on large telecom or cable 
broadband providers, it is particularly burdensome for 
smaller ISPs, which pay much higher costs for band-
width in remote areas than server operators that can 
purchase bandwidth with bulk discounts in large data 
centers.  As of 2008, bandwidth in large data centers 
costs as little as $3 per megabit/second whereas small 
rural ISPs have to pay $100 per megabit/second.  Brett 
Glass, the owner of a small wireless ISP in Wyoming 
put it best when he said “Most independent ISPs have 
high bandwidth costs.  Any [network management] 
‘solution’ which doesn’t recognize that will push us to-
ward duopoly.”

Another limitation of P2P architecture is the fact that 
content is delivered out of order because the content 

BOX 4:  OPERATIONAL MODES IN P2P NETWORKS

Clients on P2P operate in three basic modes:

• Seed.  A seed is a client on the P2P network that has a complete copy of a file.  This could be the original source of the 
file being distributed or a P2P user who has already finished downloading the file.  

• Peer.  A peer is a client on a P2P network that is uploading and downloading pieces of a file on the network.  P2P ap-
plications will upload the pieces it already has by default to keep the torrent healthy. P2P peers usually become seeds 
automatically once they have a complete copy of a file.

• Leech.  A leech is a client on a P2P network that is downloading pieces of the file but not uploading anything.  This is 
perfectly acceptable if the P2P client doesn’t have any pieces that any other client wants, but a P2P user who refuses to 
upload at any time is heavily frowned upon.  Popular P2P applications like BitTorrent will severely penalize a P2P user’s 
download speed if the user refuses to upload.

Figure 3: Peer-to-Peer (P2P) Model
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To illustrate these points, consider the British Broad-
casting Corporation (BBC) software called iPlayer, 
which is used to distribute high-quality content to BBC 
viewers on the Internet via a P2P architecture.  The 
iPlayer has received praise from happy viewers pleased 
with the high-quality downloadable content.  But it has 
been criticized by ISPs because it has caused a signifi-
cant rise in network traffic.  Its P2P file distribution 
architecture creates twice the traffic load of other ar-
chitectures because it involves both upload and down-
load traffic.  In addition, P2P peers engage in random 
peering behavior that causes P2P data to traverse more 
network than otherwise necessary.  (However, the P2P 
protocol has been significantly improved by the P4P 
standard, which reduces backhaul congestion created 
by random peering and improves file transfer speed.  
The P4P working group is a consortium of content 
providers and network operators who see potential 
benefits for all parties.)   

Another complaint about the BBC’s iPlayer is that it 
installs a hidden KService application, which contin-
ues to run in the background using the user’s band-
width even when iPlayer is shut down.  The running of 
this application in the background slows the individual 
user’s broadband connection and could in some cases 
result in large bandwidth costs for the user.  A user 
who knows how to customize the iPlayer settings can 
disable this application, but many consumers do not 
bother to check the default settings.  This situation il-
lustrates why it’s important to have transparency not 
just from the ISPs that offer broadband but also from 
content and application providers.

C.  Content Delivery Network (CDN) File 
Distribution Architecture
The CDN file distribution architecture, an alternative 
to the client-server architecture and the P2P architec-
ture, uses high-speed cache servers that are distributed 
across the Internet (see figure 4).  These high-speed 
servers store copies of the files and redistribute them 
to nearby clients to bypass long-haul Internet connec-
tions.  This not only speeds up file transfers, it also 
alleviates congestion on the Internet backbone.

Without CDN, the same content would have to tra-
verse the entire Internet every time someone requested 
the content.  With thousands or millions of people re-
questing the same popular content, it’s crucial to keep 

is coming in from multiple sources.  This means the 
music or video content being downloaded cannot be 
heard or viewed until the entire file transfer is complet-
ed, something that could take several hours or some-
times days.  This limitation of P2P architecture makes 
it unsuitable for on-demand video or music streaming; 
however, it’s a small tradeoff for a free scalable distri-
bution system such as P2P, so P2P is the preferred file 
distribution architecture for free content.  P2P traffic 
includes considerable illegal content such as pirated 
music and pirated videos, although it also includes le-
gal content, as described below.

The corporate IT world has been reluctant to embrace 
P2P technology because it is sometimes slow to adopt 
new technologies and sometimes mistakenly view all 
P2P usage as piracy.  Nevertheless, the P2P architec-
ture does have some legitimate uses and advantages.  
P2P enables both small and large companies to distrib-
ute files on a large scale within their operations.  This 
is why free software such as Linux is often distributed 
with P2P technology.  P2P can have also significant 
architecture advantages both in terms of resilience and 
cost.  For one thing, P2P has much better transfer re-
sume capability if a file transfer was interrupted com-
pared to traditional protocols like FTP and HTTP.  
The other advantage is major advantage is cost.  This 
advantage can be illustrated by the following real-world 
example.  If a national chain store wanted to distribute 
employee training videos to all of its outlets, it would 
cost a significant amount of money to buy upstream 
capacity for a centralized server.  Instead, if they le-
verage their existing upstream capacity in every store 
and used a P2P application, they could do it at no ad-
ditional cost.  

While many people call the P2P file distribution model 
“efficient”, it is efficient from the point of view of con-
tent distributors because it saves them bandwidth and 
server costs, and as discussed above, this is one reason 
why some organizations have embraced it for internal 
file distribution.  However, when used to distribute 
files outside of individual organizations,   The P2P ar-
chitecture is anything but efficient for broadband pro-
viders because they have to carry twice the traffic for 
users to access the same content.  The P2P architecture 
is also inefficient for non-P2P users who end up giving 
up bandwidth disproportionately because P2P applica-
tions don’t back down as much under congestion.
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were never designed to handle in the first place.  This 
feature of the CDN architecture has significant impli-
cations for broadband networks that have limited up-
stream capacity, including cable broadband networks, 
and even bigger implications for wireless broadband 
networks that share wireless spectrum for both the up-
stream and downstream.

The downside of CDN architecture is that it’s not free 
to content providers the way the P2P architecture is.  
But despite the commercial nature of CDN architec-
ture, it is the dominant architecture used by citizens 
to freely broadcast video.  Although it’s possible to use 
P2P architecture to offer higher quality video down-
loads, people clearly value the instant gratification and 
accessibility of the CDN video on demand model.  
This is why wildly popular services like YouTube have 
used CDN to empower anyone to broadcast video on 
demand to the entire world.  Independent film makers 
are even utilizing high-quality services like Vimeo to 
deliver near-DVD-quality video on demand.

IMPROVING FAIRNESS BETWEEN BROADBAND 
CUSTOMERS
Fairness dictates that customers who are paying for 
the same tier of broadband service from a broadband 
provider should get roughly the same bandwidth at 
a given level of usage.  Unfortunately, the Internet’s 
existing mechanisms for controlling congestion does 
not allocate bandwidth fairly.  As a consequence of 
the multi-flow nature of P2P applications and the ex-
ploitation of Jacobson’s algorithm, P2P users on dumb 

that redundant from choking the core of the Internet.  
In fact, just a single CDN company Akamai claims to 
carry 20% of the world’s Internet traffic.  This is not 
surprising in light of the tremendous growth in online 
video streaming and the fact that traffic at private In-
ternet switching centers that host CDN companies like 
Switch and Data have experienced up to 295 percent  
growth in 2008.

The CDN file distribution architecture has many ad-
vantages.  Because the CDN file distribution architec-
ture supports the delivery of on-demand content in 
order, nearly all large-scale file, video, and music distri-
bution companies have opted to use this architecture.  
Microsoft, for example, uses CDN to deliver updates 
to its Windows operating system to hundreds of mil-
lions of Windows computers in the world.  YouTube 
uses CDN to deliver on-demand video to millions of 
users.  Apple uses CDN to deliver music and videos to 
its iTunes customers.

CDN is the dominant architecture because broadband 
users generally do not want to use their own server and 
upload capacity for content they’ve already paid for 
(either in the form of money or the attention they’ve 
paid to commercials); moreover, most consumers want 
instant gratification by being able to view the content 
while it’s downloading.  Because it does not require 
the clients to upload and download the way P2P ar-
chitecture does, the CDN architecture puts half the 
load on broadband networks for a given load.   This 
means that on broadband connections aren’t tasked on 
CDNs with constant uploading of data, a task that they 

Figure 4: Content Delivery Network (CDN) Model
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packet-switching networks get a disproportionately 
high amount of bandwidth. 

As discussed below, there have been widespread efforts 
to address the problem of fairness between broadband 
customers, including efforts to establish Internet stan-
dards to facilitate fairness, protocol-specific throttling 
mechanisms that target a particular protocol (e.g., P2P), 
and protocol-agnostic network management solutions.  
The latest protocol-agnostic solutions, such as those 
being implemented by Comcast, are an important start 
but they need to be expanded upon to deal with prob-
lems like jitter and making broadband more conducive 
to simultaneous application usage.  

A.  Internet Standards 

Researchers Frank Kelly and Bob Briscoe have dis-
cussed the unfairness of TCP congestion control and 
the shortcomings of Van Jacobson’s algorithm.  Bris-
coe has appeared before the Internet Engineering Task 
Force (IETF) standards body arguing for changes to 
the TCP standard that would be designed to facilitate 
per-user fairness rather than per-flow fairness.  He has 
also released a problem statement summarizing many 
of the issues. Briscoe wants the TCP algorithm to fac-
tor in the number of flows so that a multi-flow TCP 
application doesn’t get an advantage over a traditional 
single-flow TCP application.  

Fixing TCP congestion control fairness at the Internet 
standards bodies is important for the long term, but 
years or possibly even decades might elapse before In-
ternet standards are ratified and deployed. To illustrate 
how long it takes to get new IETF standards adopted, 
consider Explicit Congestion Notification (ECN).  
ECN is a superior congestion control mechanism rati-
fied by IETF in 2001.  ECN has been implemented in 
Linux and Microsoft Windows Vista (the latest main-
stream operating system in the world), but Microsoft 
disables ECN capability by default because of the pos-
sibility of problems with a small percentage of legacy 
routers (including home routers) currently in deploy-
ment.  Thus, in 2008, seven years after ECN became 
an official IETF standard, we’re still nowhere close to 
widespread deployment of ECN, and everyone is still 
using Van Jacobson’s TCP patch.  In 1987, when Jacob-
son’s TCP algorithm was quickly adopted throughout 
the Internet, there were only around 30,000 computers 

to deal with.  Today, though, there are over a billion 
devices in the world running TCP, and it will take a 
long time before we get to implement ECN.

B.  Protocol-Specific Network Management
Systems
Some institutions, including universities, corporations, 
and government agencies, deal with applications that 
consume too much bandwidth by simply blocking 
high-bandwidth-using P2P applications.  In addition to 
keeping network congestion to a minimum, blocking 
P2P applications limits students and employees from 
downloading illegal pirated content.  

Corporations that pay for an Internet connection and 
are paying their employees to work can clearly run their 
network as they please.  For universities, the question 
of whether such blocking is justifiable is a bit less clear 
because the students are paying for their Internet con-
nections either directly via their payments for room 
and board or contributing indirectly via their tuition 
payments.  The question of what constitutes justifiable 
blocking becomes very complicated when we look at 
pubic kiosks, libraries, hotspots, schools, and hotels.  
It’s clear that there are valid exceptions where block-
ing content and applications is justifiable.  For example, 
some airlines have recently begun offering in-flight In-
ternet access with blocked VoIP access because pas-
sengers don’t want to sit through a flight listening to 
others talking on the phone.  

Unlike corporations that block P2P applications for 
their employees, broadband providers can’t simply 
block P2P applications because their users pay them 
for unfettered Internet service and some want to use 
P2P applications.  But a few P2P users can consume 
so much bandwidth that they make everyone else’s In-
ternet experience horrible.  In Japan, for example, P2P 
users representing 10 percent of the total broadband 
population account for 65 to 90 percent of all traffic 
on the network, making the network congested for ev-
eryone else.   

Some broadband providers, in order to neutralize the 
multiflow advantage of P2P applications that can con-
sume a disproportionately high amount of bandwidth 
and to ensure that the majority of their customers not 
using P2P don’t suffer, use systems to throttle (slow 
down) P2P applications.  In the United States, for ex-
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ample, Comcast uses a protocol-specific throttling sys-
tem from a company called Sandvine that issues TCP 
reset commands to disconnect and reduce the number 
of upstream TCP flows that a P2P seeder can have 
in a congested network.   Comcast’s protocol-specific 
throttling system from Sandvine does not affect P2P 
downstreams, so P2P peers and leeches are not affect-
ed unless they are trying to download from a seeder 
within Comcast’s network that was facing TCP resets.  
Even then, most BitTorrent transfers have dozens of 
peers or seeders to download from, so a few reset con-
nections merely slowdown the file transfer.  

The dumb packet-switching network is the least fair system be-

cause it allows heavy users take resources at the expense of other 

users.  Under a fair share network management scheme, everyone 

gets an opportunity at high bandwidth.

The protocol-specific throttling system used by Com-
cast had some unexpected side effects, including the 
accidental blockage of Lotus Notes, although that 
problem was quickly fixed.  The biggest downside to 
the protocol-specific throttling system from Sandvine 
is that it can sometimes overly impact less popular P2P 
file transfers and frustrate users.  If there are no other 
seeders or peers outside of Comcast’s network, Com-
cast’s using TCP resets on seeders inside Comcast’s 
network may temporarily cause the P2P file transfer 
to completely stop.  Comcast’s protocol-specific throt-
tling system has little to no effect on the majority of 
torrents, which typically have one or more seeders out-
side of Comcast’s broadband network.  Vuze, a compa-
ny that distributes content using P2P file distribution, 
brought an official complaint to the FCC that Com-
cast was blocking Vuze downloads, but this complaint 
was not valid.  The protocol-throttling system used by 
Comcast never blocked any Vuze P2P file transfers be-
cause Vuze has its own dedicated seed servers outside 
of Comcast’s network.

The reality is that although protocol-specific throt-
tling mechanisms such as the Sandvine system used 
by Comcast are not a perfect approach to network 
management, they’re better than doing nothing at all 
for the near term.  More accurate and more expen-

sive network management solutions that do not focus 
on specific protocols do exist, and in fact, Comcast 
has committed to changing over to a protocol-agnos-
tic approach to network management by the end of 
2008.  But protocol-agnostic network management 
approaches (discussed further below) are often too ex-
pensive for smaller independent ISPs to deploy.  Brett 
Glass, who operates an independent ISP in Wyoming, 
put it best when he said, “One of those (advanced pro-
tocol-agnostic) boxes costs as much as what we’d pay 
to deploy new service to 180 square miles of previously 
unserved countryside.”

C.  Protocol-Agnostic Network Management 
Systems
To achieve fair bandwidth allocations, protocol-ag-
nostic schemes are the best solution.  ISPs can use 
protocol-agnostic network management systems (sys-
tems that measure the aggregate bandwidth consump-
tion of each customer and not what protocols they 
are using) to ensure that bandwidth is shared fairly 
between customers.  Early network management sys-
tems that used less accurate protocol-specific schemes 
to allocate bandwidth between customers worked well 
most of the time but experienced occasional problems.  
Newer protocol-agnostic solutions are being evaluated 
by broadband providers.

Jacobson’s algorithm achieves per-flow fairness be-
cause it does not factor in the number of TCP flows 
each person uses.  This allows P2P applications to use 
multiple TCP flows to consume far more bandwidth 
than other single TCP flow applications.  Protocol-
agnostic approaches to network management are de-
signed to achieve a state of per-user fairness.  Figure 5 
shows how the per-flow fairness scheme allows some 
users to get far more bandwidth than other users, 
whereas the per-user fairness system gives everyone 
equal bandwidth.

Protocol-agnostic network management devices sit in-
side the network to reshape the traffic more equitably 
than dumb networks can.  The protocol-agnostic de-
vice increases the statistical likelihood that a TCP flow 
will experience a dropped packet in proportion to the 
number of active TCP flows belonging to a particular 
user.  Protocol-agnostic network management schemes 
also factor in User Datagram Protocol (UDP) traffic, 
which isn’t managed by TCP congestion control at all.  
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This leads to equitable distribution of bandwidth be-
tween users of the same service (price) tier regardless 
of what protocols are being used.

As companies gain more experience with protocol-
agnostic solutions, they are implementing them.  Com-
cast initially opted for a protocol-specific bandwidth 
allocation approach to network management because 
the solution could be implemented out-of-band and 
therefore required less dramatic changes to its network 
architecture.  The system did not require Comcast to 
insert an in-band device in the middle of its network, 
a measure that requires disconnecting and taking the 
network down.  There was also the fear that in-band 
devices can also bring down an entire network if they 
fail during operation.

Comcast’s protocol-specific approach would engage in 
a specific geographic region whenever the total traffic 
of P2P users exceeded 50 percent of all upstream net-
work capacity within that region.  Then the system tar-
geted P2P seeders (customers that were only uploading 
and not downloading) and limited the number of up-
stream connections those users could have by sending 
them TCP resets.  The rationale for this was that P2P 

users that were downloading needed to be able to con-
tinue uploading or face slower download performance 
and P2P users who were only uploading already got 
the content they desired.

Unfortunately, this meant that the occasional “rare 
torrent” (P2P BitTorrent files that don’t have a lot of 
peers or seeders) seeding from Comcast’s broadband 
network will have an exceptionally hard time being 
uploaded.  Comcast’s TCP reset mechanism made it 
even more difficult for dowloaders to access those 
rare torrents.  Compounding the situation was the fact 
that Comcast did not initially disclose its practices and 
was not fully forthcoming to media inquiries regard-
ing its network management practices.  Ultimately, the 
pressure from the public and the FCC likely played a 
large role in Comcast’s decision to convert entirely to a 
protocol-agnostic network management system by the 
end of 2008.  

Comcast’s new protocol-agnostic network manage-
ment system called “Fair Share” will identify when the 
network is in a congested state.  If there is no conges-
tion on the Comcast network, then no management 
takes place.  If congestion exists, then the Fair Share 
system will identify the heaviest users of bandwidth in 

Figure 5: Unmanaged versus Managed Bandwidth Allocation
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the last 15 minutes and designate their network traffic 
as “Best Effort.”   Traffic from all users will normally 
be designated as “Priority Best Effort.”  Traffic that 
has been designated Best Effort will be handled with 
lower priority in the upstream and downstream.  This 
basically means that the heaviest users on the Comcast 
network can use the network as much as they like when 
the network isn’t congested.  But when many people 
want to use the network and the network is congested, 
the heaviest users will be slowed down to give every-
one else a fair shot at accessing the shared network.  
The Comcast network’s periodic designations of Best 
Effort and Priority Best Effort last 15 minutes at most.  
If a  heavy user of the Comcast network stops being 
a heavy user in the next 15-minute interval and his or 
her average bandwidth comes in line with most other 
users of the network, that user’s traffic is again desig-
nated Priority Best Effort.

To illustrate how Comcast’s Fair Share system  for en-
suring its customers’ fair access to bandwidth works, 
consider two people on a bus, where Person A is tak-
ing up four seats and Person B is standing for 15 min-
utes or longer.  If Person B doesn’t care to sit down, 
Person A can take the four seats as long as he wants.  
But if Person B wants to sit down, he has the option of 
taking up to three seats for 15 minutes while Person A 
pulls back to a single seat.  If 15 minutes goes by and 
both people still want the maximum number of seats, 
each person gets equal priority and each person takes 
two seats.  If one person gives up some or all of his 
seats, the other person gets the remaining seats.  

On a dumb unmanaged packet-switching network that 
relies solely on Jacobson’s TCP control, the heaviest 
users always get the highest priority because of the fact 
that the multi-flow applications they are using are im-
mune to the bandwidth allocation scheme built into 
TCP.  The dumb packet-switching network is the least 
fair system because it allows heavy users take resources 
at the expense of other users.  Under a fair share net-
work management scheme, everyone gets an opportu-
nity at high bandwidth.

PROTOCOL-SPECIFIC NETWORK 
MANAGEMENT SOLUTIONS
Protocol-specific and protocol-agnostic approaches to 
the management of packet-switching networks should 
never be viewed as contradictory because they’re meant 
to solve entirely different problems.  Protocol-agnostic 

systems for network management are ideal for distrib-
uting bandwidth equitably among multiple broadband 
customers, but they can never ensure the equal per-
formance of different applications sharing the same 
broadband connection and they don’t deal with jitter (a 
measure of the variation in packet delay) on every seg-
ment of the Internet. Protocol-specific network man-
agement systems such as Quality of Service (QoS) are 
needed to ensure fairness and harmony between users 
sharing the same broadband connection..  There are 
also instances where protocol-specific jitter manage-
ment is necessary for shared network links between 
multiple broadband customers.  This does not conflict 
with protocol-agnostic systems so long as equitable 
sharing of bandwidth between users is maintained.

Many proponents of net neutrality claim that protocol-
specific network management such as QoS discrimi-
nates against applications designated with lower prior-
ity.  This argument incorrectly assumes that all appli-
cations require the same performance metrics and that 
all applications have an equal chance for success on a 
dumb packet-switching network.  There are many in-
stances where protocol-specific management schemes 
are perfectly justifiable and desirable.   

Some applications throttle themselves and only ask 
for very little bandwidth while other applications can 
take as much bandwidth as possible at the expense of 
self-throttling low-bandwidth applications.  A good 
network management system will ensure that the 
self-throttling applications get what little bandwidth 
they’re asking for and will prevent bandwidth-aggres-
sive applications such as P2P from drowning the self-
throttling applications out.  

In the case of most traditional broadband technolo-
gies—cable, Digital Subscriber Line (DSL) over cop-
per phone lines, and fiber—high jitter problems are al-
most entirely isolated to the customer who created the 
network congestion in the first place. In other words, 
the harm mostly comes to the customer whose appli-
cation initially created the problem.  Those customers 
that are creating jitter within their own homes would 
want their broadband provider to use protocol-specif-
ic network management techniques applied to their 
broadband connection to give them a better experi-
ence when they simultaneously use multiple applica-
tions.  On wireless networks with much more limited 
shared bandwidth or networks offered by smaller ru-
ral ISPs with limited backhaul connectivity, however, 
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the jitter created by one customer spills over to other 
customers.  In situations where a broadband network 
does not have good jitter isolation between custom-
ers, protocol-specific jitter management techniques 
that work across multiple broadband customers are 
perfectly justifiable.  Thus, a blanket rule that prohib-
its protocol-specific network management techniques 
between broadband customers would have undesirable 
consequences.*

At times, some broadband customers may want lower 
priority for certain high-volume protocols, especially 
if the ISP is willing to be generous with volume in ex-
change for lower priority.  Lower priority should not 
be confused with bandwidth throttling because it typi-
cally only means a small drop in average bandwidth 
performance—something that is a great tradeoff for 
high-volume application if it translates to cheaper vol-
ume.  Although a broadband pricing model that of-
fers greater volume in exchange for lower priority isn’t 
common yet, it’s a fair and attractive pricing model, 
and public policy should not rule it out with blanket 
prohibitions against protocol-specific bandwidth man-
agement.  Such a model is identical in concept to the 
choice of lower priority FEDEX package shipping if it 
means an attractively cheaper shipping price.  If broad-
band consumers are voluntarily labeling their high-
volume packets with a low priority with BitTorrent 
applications like Vuze, which already support the P2P 
standardized scavenger mode, then there’s absolutely 
nothing wrong with the broadband provider honoring 
that request by giving that packet lower priority.

LOGICAL ORDER OF PACKET PRIORITY FOR 
APPLICATION TYPES ON THE INTERNET
Four basic types of applications run on the Internet: 
(1) Platinum—real-time applications such as VoIP, on-
line gaming, video conferencing, and IPTV; (2) Gold 
(buffered video streaming applications ranging from 
YouTube to Xbox HD); (3) Silver (interactive applica-
tions); and (4) Bronze (background applications such as 
BitTorrent and Kazaa) (see table 1).   Each general type 
of application has distinctly different needs and im-
pacts on the network.  Some applications simply grab 
as much bandwidth as the network can supply even if 

they disrupt jitter-sensitive applications that demand 
very little bandwidth.  These bandwidth-bursting ap-
plications are not being intentionally malicious; it’s just 
how some applications work.  There’s nothing wrong 
with having them so long as the network infrastruc-
ture can adjust for them and protect the jitter-sensitive 
applications.  

The problem with the “dumb” packet switching network is that 

if one application decides to use the network for a prolonged pe-

riod of time by bursting a large number of packets all at once, 

other applications can be starved for the duration of that time. 

A smart and well-managed network will attempt to 
simultaneously satisfy all four types of applications 
as best as possible.  For most home broadband cus-
tomers on current generation broadband networks, a 
smart network will be able to simultaneously support 
three of the application types if the bandwidth is low.  
That means low bandwidth real-time applications like 
VoIP and online gaming, interactive applications like 
Web surfing, and even P2P background applications.  
A dumb network on the other hand can only support 
interactive and background applications with sluggish 
interactive performance but real-time applications will 
suffer badly.

What a smart network can’t do is substitute for a next-
generation broadband infrastructure because some 
of the applications like high-definition (HD) video 
conferencing, IPTV, and many of the other thousand 
Kbps applications will simply not run well or not run 
at all.  This is why it’s crucial that public policy should 
push for the adoption of next-generation broadband 
services.  Still, it is important for policy makers to 
recognize that no amount of raw bandwidth will ever 
be a substitute for intelligent networks and network 
management and QoS technology.  Progress toward a 
ubiquitous digital world requires both bigger pipes and 
better managed pipes. 

Even with larger pipes, some applications still could 
have problems.  This is why there is a logical order of 

*Protocol-specific network management techniques are consistent with FCC Chairman Martin’s August 1, 2008, ruling on Comcast, where 
he stated that prioritizing VoIP, a protocol-specific network management technique, was justifiable.  Chairman Martin made no mention 
or distinction between network management techniques that apply between broadband customers or between the same home and no 
policymakers or regulatory agencies have gone in to this level of detail.
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packet priority that ensures the best compromise for 
all applications sharing a network to work simultane-
ously as well as possible.  The logical order of packet 
priority is as follows:

• Real-time applications that are most sensitive to jit-
ter (e.g., VoIP, online gaming, IPTV, Video 
conferencing)

• Video streaming applications with moderate fixed 
bandwidth requirements and moderate jitter tol-
erance (e.g., video streaming applications like 
YouTube, Xbox live, Hulu, Netflix)

• Interactive applications that have brief bursts in 
bandwidth that could disrupt real-time or stream-
ing applications if they were given a higher 
priority (e.g., web browsing, email). 

• Background applications, which by design are unat-
tended and for whom no human is looking at the 
application waiting for an instant response. (e.g., 
P2P applications, any other bulk file transfer 
technology) 

P2P applications can grab 10 to 40 times more band-
width using the P2P architecture’s multiflow advan-
tage and P2P applications can impose high jitter on 
the network at the expense of all other application 
types.  This means that unless P2P applications are 
deprioritized, every other application suffers.  Fur-
thermore, the graph below shows that giving a P2P 
application the lowest priority does not affect the 
performance of the application one bit.  

Although it’s true that P2P bandwidth under the 
smart network was slowed down nine times more to 
make room for the interactive Web traffic, the fact 
that the Web browsing traffic runs nine times fast-
er also means that it gets out of the way nine times 
sooner and the P2P bandwidth resumes full speed 
sooner.  That means over the course of the file down-
load, the time it takes to complete a P2P file transfer 
is unchanged.  Under the smart network, P2P perfor-
mance stays the same but interactive traffic goes up 
nine fold in performance (see figure 6).  In the con-
text of network management within a home under a 

PLATINUM
(REAL-TIME APPLICATIONS)

GOLD
(BUFFERED VIDEO 
STREAMING)

SILVER
(INTERACTIVE AP-
PLICATIONS)

BRONZE
(BACKGROUND 
APPLICATIONS)

LOW PACKET DELAY
LOW TO MEDIUM BAND-
WIDTH

MEDIUM PACKET DELAY
MEDIUM BANDWIDTH

HIGH BANDWIDTH
LOW VOLUME

HIGH VOLUME
HIGH AVG BANDWIDTH

Examples Application Bandwidth Application Bandwidth Application BW Application BW

Voice over 
Internet 
Protocol 
(VoIP)

30-90 
Kilobits 
per second 
(Kbps)

YouTube 320 Kbps Web browser Burst BitTorrent Peak

Online gaming 30-90 Kbps YouTube
High Quality

650 Kbps Email Burst LimeWire Peak

Video 
Conferencing

250-8000 
Kbps

Vimeo 500 - 1200 
Kbps

News reader 
Network 
News 
Transfer 
Protocol
(NNTP)

Burst Kazaa Peak

Internet 
Protocol-based 
TV (IPTV)
(last mile only)

2000-8000 
Kbps

Netflix 4000 Kbps WinMX+share Peak
iTunes “HD” 4000 Kbps
Xbox “HD” 6800 Kbps

Winny Peak

Table 1: Network Requirements of the Four Basic Types of Applications That Run on the Internet
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single broadband account, this priority scheme needs 
no justification.  In the context of network manage-
ment between different broadband customers, lower 
priority for background traffic would be justifiable and 
even desirable to P2P users if the low-priority traffic 
got more generous volume caps or cheaper metering 
rates in return.

When background applications are given lowest pri-
ority, their average performance is hardly impacted.  
Furthermore, such applications are far less likely to 
get shut down or severely throttled by the P2P user 
because the user isn’t worried about impacting other 
applications in their home.  Without the logical packet 
priority order shown above, consumers will adopt the 
least desirable network management solution by shut-
ting down their own P2P application whenever they 
want to make a VoIP call, play an online game, or do 
some heavy Web surfing.

THE PROBLEM OF JITTER ON 
PACKET-SWITCHING NETWORKS
Three basic concepts of network performance are 
used to determine how well different applications 
work on the Internet—bandwidth, volume, and de-
lay (which includes latency and jitter) (see box 5).

A.  Queuing Theory’s Application to 
Packet-Switching Networks
The price of packet-switching networks’ flexibil-
ity and efficiency is less predictability in packet delay 
and higher jitter.  Queuing theory is the mathematical 
study of queues and has applications in many fields, 
among them as key mathematical background to pack-
et switching, the basic technology behind the Internet.   
Important work on queueing theory used in modern 
packet-switching networks was pioneered by Dr. Leon-
ard Kleinrock at the University of California at Los 
Angeles in the 1960s.  Such work was important to the 
development of ARPANET and the Internet.  

Queuing theory is applicable to the study of packet 
delay on packet-switching networks such as the Inter-
net.  It also mathematically explains the cause of jit-
ter on packet-switching networks.  The fundamental 
problem is that packets traveling from a faster network 
to a slower network or packets merging from multiple 
network links on to a single network always have the 
potential of hitting a queuing delay.  This is no differ-
ent from a situation in which cars merging from a five-
lane freeway to a three-lane freeway experience a traffic 
pileup, and a pileup can even happen during off-peak 
hours if many cars just happen to show up at the same 

Figure 6: Dumb versus smart network
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BOX 5:  BASIC CONCEPTS OF NETWORK PERFORMANCE

Network management is a very complex topic, and different metrics are used to determine how well different applications work 
on the Internet.  Three fundamental concepts of network performance are critical to understand:  bandwidth, volume, and delay 
(which is further broken down by jitter and latency). These basic concepts of network performance are defined below.  

Bandwidth is the rate at which files are transmitted through a network commonly referred to as “speed” but more accurately 
described as throughput.  There’s also a tendency to describe higher bandwidth as “fat pipes” when in reality they’re not actually 
fatter; they simply deliver more bits per second.  But the concept of a fat pipe is a useful visualization to help describe higher 
throughput networks.  Files (a movie or a song for example) consist of many packets, and the file transfer rate is determined by 
the size and rate of packets flowing through a network per second.  Bandwidth determines the time it takes to transfer a file and 
how long a person has to wait for a file (e.g., video) to download.

Volume is defined by duration multiplied by the average bandwidth over that duration of time.  Simply put, volume is the number 
of bytes consumed over an arbitrary period of time.  Many ISPs, especially outside the United States, limit the volume that a cus-
tomer can consume per day or per month.  Volume is frequently confused and mislabeled as bandwidth.  Some applications can 
be very high bandwidth but very low volume because they’re low duration while other applications can be medium bandwidth 
but high volume because they operate continuously for long periods of time.

Delay is the time it takes an individual packet to travel through a network is also commonly thought of as “speed.”  The smaller 
the delay, the better for real-time applications.  Packets consist of individual bits, but the packet is considered the basic building 
block on a packet switching Internet Protocol (IP) network because it contains all the addressing information and IP networks 
don’t deliver individual bits.  A single packet might experience more delay and take longer to go from one computer to another 
because the distance between the computers is great or there are network devices along the way that are backlogged where the 
packet have to sit and wait.  The two types of delay are latency and jitter. 

• Latency is a simple measurement of delay and the word is commonly misused to describe both latency and jitter.  
Latency on a computer network is actually the time it takes a bit or packet to traverse a noncongested network 
before arriving at its intended destination and it’s generally measured in milliseconds (ms) where 1,000 ms equals 
one second.  The typical latency from the east coast of the United States to the west coast over the Internet is ap-
proximately 40 ms.  Not much can be done about this type of latency because it’s largely dictated by the distance 
and speed of light over a fiber optic glass medium.  Common latency metrics such as “ping” measure round-trip 
time of a packet, which is double the one-way latency.  Thus, the ping time from the New York to San Francisco 
is approximately 80 ms on an uncongested network.

• Jitter is the measure of the variation in packet delay.  High jitter conditions are essentially micro-congestion 
storms that last tens or hundreds of milliseconds.  High jitter occurs whenever a large number of packets come 
from a faster network link to a slower network link or where several networks links merge to a single link.  When 
this happens, network devices such as routers and switches get backlogged and they force packets to wait inside 
their memory buffers, thereby increasing the time it takes packets to traverse a network.  If a network fluctuates 
between 80 and 85 ms of delay, then the jitter has a low magnitude of 5 ms.  If a network mostly has delays of 20 
ms but occasionally spikes to 220 ms, then the magnitude of the jitter is high at 200 ms.  Even if the latter example 
has better average delay, its high jitter makes it less desirable for real-time applications than a network with higher 
average delay but lower jitter.

It’s crucial to understand that bandwidth, volume, and delay are independent metrics that can operate freely.  Many net neutrality 
proponents mistakenly see packet prioritization for real-time applications as a form of discrimination against file transfer ap-
plications because they confuse delay with bandwidth.  But peer-to-peer (P2P) file transfer is generally immune to packet delay 
because a network that has very high delay can still achieve high bandwidth.  Conversely, a network with low delay might have 
low bandwidth because it doesn’t transmit a lot of packets per second.



PAGE 27THE INFORMATION TECHNOLOGY & INNOVATION FOUNDATION  |   DECEMBER 2008     

time at the place where lanes merge.  On a network 
such as the Internet, a  sudden burst of network traffic 
can cause a backlog of packets waiting to be transmit-
ted in network devices, and this in turn can result in 
very high jitter.

Networks of all types and speeds are connected by 
routers and switches on the Internet.  Since packets 
are actually made of electromagnetic signals flowing 
through wiring or fiber optic glass, only one packet can 
flow through a network at any given time without col-
lision.  Packet collisions result in the destruction of all 
colliding packets which requires retransmissions of all 
those packets and too many of these collisions causes 
a network to perform very poorly.  To prevent packet 
collisions, routers and switches have packet queues 
(these are memory banks) that temporarily hold pack-
ets that can’t be transmitted at once.  But because some 
computer applications tend to burst out large number 
of packets, especially P2P applications, it’s possible to 
have large queuing delay even under relatively light 
P2P loads.  These queuing delays result in huge spikes 
in packet delay, which is how high levels of jitter are 
created on packet-switching networks.

B.  The Misperception that Network Jitter Can Be 
Solved by More Capacity
There is a common misperception that QoS is neces-
sary when a network is busy but that QoS is not needed 
when network capacity is abundant and network utiliza-
tion levels are low.  The idea that abundant capacity and 

low utilization can substitute for QoS is fundamentally 
misguided.  In fact, it is possible to have good low jitter 
conditions on networks operating at 90 percent capac-
ity if the data flowing over that network has packets 
that are evenly spaced.  And conversely, it is possible 
to have bad high jitter conditions on networks operat-
ing at 10 percent capacity if the packets are clumped 
together.  This is precisely why IPTV streams that 
take most of the capacity on fiber to the node (FTTN) 
broadband network such as AT&T U-verse cause zero 
measurable increase in latency or jitter.  On the other 
hand, a 20 percent load from multiple P2P TCP flows 
can cause lots of jitter and very deep queue depths.  

Figures 8, 9, and 10 illustrate the amount of round-trip 
delay induced by BitTorrent (a P2P application) and a 
VoIP call with similar bandwidth requirements.  De-
spite the fact that the VoIP call is using a little more 
bandwidth (11 KB/sec) in both directions, it produces 
negligible jitter.  But minimal usage of BitTorrent op-
erating at 10 KB/sec upstream can create high jitter 
conditions.

C.  Why Broadband Networks Will Always Have 
Speed Mismatches and Jitter
The nature of broadband networks is such that there 
will always be large mismatches in speed and multiple 
networks merging.  The home network, where distanc-
es are measured in meters rather than kilometers, will 
always be orders of magnitude faster than the broad-
band connection to the Internet because it’s much 
cheaper to build faster short distance networks.  Home 

Figure 7: Why there will always be a bottleneck on broadband
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Chart source: Results of tests conducted by George Ou over a residential ADSL broadband connection.

 

Chart source: Results of tests conducted by George Ou over a residential ADSL broadband connection.

BitTorrent downloading at 260 KB/sec caused even more jitter.  The chart below was cropped at 450 
milliseconds, but the six spikes shown were actually timeouts, which means the delay exceeded 1000 mil-
liseconds.

Chart source: Results of tests conducted by George Ou over a residential ADSL broadband connection.

Figure 8: Effect of low upstream BitTorrent usage on jitter

Figure 9: Effect of low upstream and downstream VoIP usage on jitter

Figure 10: Effect of high downstream BitTorrent usage on jitter
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networks, for example, typically operate at 100 Mbps 
or 1000 Mbps, while broadband networks operate in 
the single-digit Mbps range or occasionally in the tens 
of Mbps range.  By the time broadband services rou-
tinely offer gigabit upstream throughput, home net-
works will operate at 10, 40, or 100 gigabits, with mul-
tiple computers or devices trying to use the Internet at 
the same time. 

This means that regardless of how fast the Internet 
becomes in the future, there will always be a mismatch 
in speed coming from the home network to the broad-
band network and there will always be potential for 
upstream jitter on the broadband connection when-
ever applications burst upstream packets.

Downstream jitter is a bigger problem for broadband 
services.  The core interconnects of the Internet must 
always be orders of magnitudes faster than broadband 
connections to aggregate traffic from thousands of 
user.  No matter how far technology progresses, the 
mismatch in speed coming from the Internet back-
bone on to the broadband downstream will always be 
present and the potential for downstream jitter will al-
ways exist.  To eliminate these packet queuing delays 
and jitter, QoS technology must be employed.

D.  Why Certain Applications Create High 
Jitter and Others Don’t
So why is it that some applications create high jitter on a 
network and others don’t despite the fact that they may 
be operating at around the same speed?  Before we can 
answer this question, we much first debunk a common 
misconception about networks—namely, that there is 
such a thing as partial utilization of a network link.  

When someone says that a network is experiencing 10 
percent utilization, people often imagine a pipe that’s 
filled to 10 percent, with 90 percent of the pipe always 
available for other uses.  Unfortunately, this concept of 
partial utilization, though a convenient way to visual-
ize a network, is not how packet-switching networks 
actually work.  Network links are either 100 percent 
utilized and jammed up by one application or they’re 
0 percent utilized with no traffic at all—and there’s 
never actually an in-between state.  Thus, when a net-
work link is being utilized at 10 percent, this means 
that over time, the average of the 0 percent available 
states and the 100 percent congested states average out 
to 10 percent.

Packet switching networks like the Internet by design 
can only service the packets of one application at any 

Figure 11: High jitter inducing application
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point in time and it supports multiple applications by 
alternating between the packets.  The problem with 
the “dumb” packet switching network is that if one 
application decides to use the network for a prolonged 
period of time by bursting a large number of packets 
all at once, other applications can be starved for the 
duration of that time.  If applications evenly spread 
out their packets over time, the jitter remains low and 
doesn’t cause problems for delay-sensitive real-time ap-
plications.  This high variation of packet delay is called 
jitter and it is very harmful to real-time applications like 
VoIP, video conferencing, online gaming, and IPTV.  
Jitter has minimal impact on Web browsing and al-
most no impact on P2P file transfer applications.

Imagine a person trying to do two tasks in the home.  
If the person was cooking food on a hot stove while 
trying to vacuum the carpet at the same time by switch-
ing back and forth between these tasks every hour, the 
food would probably get ruined even when both tasks 
are given equal attention time.  This is similar to what’s 
happening in a packet-switching network on a milli-
second level.  The time-sensitive application, like food 
cooking on a stove, requires consistent and frequent 
attention.  VoIP applications ideally need to be ser-
viced every 1/50th of a second like food on a hot stove 
may need to be serviced every 5 seconds.

Some applications such as P2P have a tendency to 
burst out a large number of packets at once, thereby 
monopolizing a network link for tens or even hundreds 
of milliseconds, and this is another negative side effect 
of multiflow applications.  Pictured below is an exam-
ple of an application that sent out a flurry of 10 packets 
with long periods of rest.  This produces very high and 
undesirable jitter of 280 ms.

Under extreme circumstances, it is possible for P2P ap-
plications to cause over 1000 ms latency on the down-
stream side of a broadband connection.  So if a person 
downloads from 40 P2P peers at the same time and 
each of those peers send 30 packets at once and they all 
happen to converge on the last mile over your broad-
band link at the same time, the downstream link can 
easily be jammed and unavailable to other applications 
for more than one second, which is massive jitter. 

Other applications such as VoIP, online gaming, and 
IPTV tend to send out packets that are perfectly spaced 
one packet at a time.  Applications like these can drive 
utilization up to as high as 90 percent and still keep jit-
ter to an absolute minimum.  This is the ideal scenario 
for minimizing jitter where the packets are perfectly 
uniform and fine-grain.

Figure 12: Low jitter inducing application
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VoIP applications are a classic example of a jitter 
friendly application.  Figure 13 represents VoIP pack-
ets utilizing a network at even bursts of single packets 
with a 20 ms interval, which is 50 packets per second.  
This is called “isochronous” data transfer, which is a 
way of transmitting data with periodic small bursts of 
data.  Commercial VoIP services at most use 88 Kilo-
bits per second (Kbps), and this is roughly 20 percent 
utilization on the upstream side of a residential DSL 
broadband connection. 

Mild P2P usage can cause high jitter when the P2P ap-
plication bursts out three large packets at a time.  Five 
VoIP packets normally scheduled to be delivered every 
20 ms are displaced by 85 ms, which causes three of 
the packets to be discarded because they arrived too 
late.  That in turn results in 6 percent packet loss for 
the VoIP application, a loss that represents a small but 
noticeable decline in quality.  

Figure 15 illustrates what can happen if more packets 
are clumped together.  This particular example shows 
13 packets being lost, a figure that translates to 26 
percent packet loss.  This results in a severe decline 
in phone quality.  P2P downloads can generate even 
higher jitter with spikes going above 1000 ms.  There 
are jitter adaptation techniques where VoIP applica-
tions will increase their buffer size to reduce packet 
loss, but only so much that can be corrected under 
high jitter conditions and quality still suffers.

Figure 13: How VoIP packets flow

QUALITY OF SERVICE (QOS) AND THE 
INTERNET
QoS in the context of packet-switching networks such 
as the Internet is a protocol and application specific 
form of traffic engineering.   QoS is not just one tech-
nology, it is a complex field of study with dozens of 
Internet Engineering Task        Force (IETF) standards 
that compete with or complement one another.  

The IETF’s QoS standards generally fall under two 
categories of Integrated Services (IntServ) and Dif-
ferentiated Services (DiffServ).  IntServ is a more 
complex scheduling system that requires resource 
reservation.  Although it offers precise fine-grain con-
trol of resources, the added complexity of reservation 
setup makes IntServ unlikely to scale on large net-
works much less the Internet.  DiffServ is a simpler 
coarse-grained mechanism that classifies traffic types.  
Although it does not have the precision of IntServ 
mechanisms, DiffServ also does not require complex 
reservation setup and tracking.  DiffServ also offers 
enough control to meet most requirements, making it 
popular in the marketplace.

DiffServ QoS mechanisms basically create multiple 
packet queues for different types of applications where-
as the dumb packet-switching networks only have 
one packet queue.  By having multiple packet queues, 
QoS-capable network devices can transmit packets in 
a more granular way where no single application can 
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Figure 15: High jitter is much more destructive to VoIP

Figure 14: VoIP dealing with low jitter still suffers
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monopolize a network link for too long.  Even when 
the real-time voice or video packet queue isn’t given 
any more priority than the file transfer queue, just the 
mere act of alternating packet transmissions between 
different applications can substantially lower jitter.  
When the priority level of the real-time queue is given 
a higher priority, jitter for real-time applications can be 
reduced even further.

A.   Solving the Jitter Problem with QoS
Using DiffServ QoS technology, network devices 
can rearrange and shuffle the packets to minimize jit-
ter.  This is not about giving any application a higher 
bandwidth rate; it’s about ensuring that no application 
gets unattended for a prolonged period of time like 
the food cooking on the hot stove analogy.  A sepa-
rate queue is created for VoIP such that VoIP pack-
ets can be transmitted in-between the larger clumped 
peer-to-peer packets.  This advanced form of QoS can 
completely eliminate packet loss for real-time applica-
tions while allowing file transfer applications to take as 
much bandwidth as they like.

A cruder QoS technique used inside some consum-
er devices or software merely limits packet bursting 
which actually harms file transfer speeds while pro-
viding minimal jitter relief.  While this provides some 
minimal relief, it’s a poor substitute for advanced QoS 
technologies that reorder and shuffle packets (see fig-
ure 17).  Advanced QoS techniques that reorder pack-

ets optimally can almost eliminate jitter entirely while 
providing maximum concurrent file transfer perfor-
mance.

Another crude way of obtaining QoS is to overpro-
vision a network and maintain a very low utilization 
level on the network by using pricing mechanisms.  
This unfortunately means that the network is grossly 
underutilized, doesn’t have minimal jitter, and isn’t as 
cheap and fast as it could be with a QoS enabled net-
work.

B.  Clearing up Misconceptions About QoS
There are a number of misconceptions about QoS 
technology.  One misconception about QoS prioriti-
zation is that lower priority applications are somehow 
forced on to a “dirt road” that runs slower.  This is 
false because bandwidth is generally not affected by 
higher packet delay.  Whether someone downloads 
a file from 50 miles away with 20 ms latency or 500 
miles away with 40 ms latency, a doubling of packet 
delay does not result in a halving of bandwidth.  Only 
the total delivery time of the file being transferred 
goes up by 20 ms, which is 1/50th of a second, which 
is imperceptible.

For more complex reasons, higher latencies do impose 
lower speed limits for applications that use Transmis-
sion Control Protocol (TCP).  This can be overcome 
by using User Datagram Protocol (UDP) in place of 

Figure 16: Network device with QoS
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TCP, using a modified TCP implementation, or using 
multiple TCP flows which is common with P2P ap-
plications.  Jitter, which is the type of delay that QoS 
tries to minimize, does not impose a speed limit on 
TCP.  Generally speaking, not much can be done to 
reduce latency because latency is usually determined 
by the speed of light and the distance between two 
endpoints.

Another misconception about QoS is that high-priority 
applications are given lower jitter delay at the expense 
of higher jitter for low-priority applications.  This idea 
is based on the misguided assumption that if we take 
away 40 ms of packet delay for the high-priority appli-
cation, then we must be adding 40 ms of delay to the 
low-priority application.  QoS doesn’t work that way 
because the network is simply switching between the 
various applications more frequently so that all prior-
ity tiers end up with less packet delay.  Every applica-
tion regardless of whether it is high priority or low 
priority benefits, but the high-priority applications get 
the most benefit.

The argument is often made that giving priority to 
VoIP is somehow unfair to the P2P applications be-
cause VoIP packets are transmitted ahead of the P2P 
packets, and giving priority to VoIP is tantamount to 
letting VoIP “cut in line.”  This argument ignores the 

fact that P2P already gets many orders of magnitude 
more bandwidth and volume than VoIP.  Furthermore, 
insisting on equal P2P priority ends up being destruc-
tive to P2P because lower priority P2P packets are ef-
fectively a worry-free license to run P2P applications 
at full throttle.

Without a good QoS solution in place, consumers to-
day must consciously shut off P2P or severely limit its 
throughput whenever they want to use VoIP or do on-
line gaming despite the fact that there’s plenty of left-
over bandwidth.  With QoS in place, a consumer can 
run both applications concurrently with no bandwidth 
limits on P2P while achieving optimum performance 
for everyone.  By accepting lower packet priority, 
thereby causing less jitter and less grief for other ap-
plications, P2P applications are rewarded with higher 
bandwidth.  This is the reason why P2P standards bod-
ies and P2P vendors are voluntarily standardizing the 
labeling on their own P2P packets with the “scavenger 
service” tag, which means lowest packet priority.

C.  QoS for Broadband Networks
Implementing a complete QoS network management 
approach requires participation on both ends of a 
broadband link because jitter happens in both direc-
tions.  On a DSL broadband network, the problem 
is ideally dealt with in the DSL modem in the home 

Figure 17: QoS can completely mitigate jitter damage
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and the Digital Subscriber Line Access Multiplexer 
(DSLAM) on the ISP’s side because queues build up 
in both of these places.  On a cable broadband net-
work, the problem is ideally dealt with on the cable 
modem in the home and the Cable Modem Termina-
tion System (CMTS) on the ISP’s side because queues 
build up in these places.

A partial QoS solution can be implemented by the 
consumer in the home using high-end routers.  How-
ever, this solution can only eliminate upstream jitter 
and not downstream jitter because downstream jitter 
can only be dealt with at the ISP side in the DSLAM or 
CMTS where downstream packets queue up.  The vast 
majority of consumers don’t even have these expensive 
high-end home routers with effective QoS technolo-
gy.  Even when they do, those high-end home routers 
can only partially reduce downstream jitter using the 
crude method of slowing down the P2P application.  
This is a horrible tradeoff because jitter isn’t entirely 
eliminated and the P2P application is unnecessarily 
slowed.  If the problem is dealt with by both the ISP 
and the home, downstream and upstream jitter can be 
completely eliminated and bandwidth hungry applica-
tions get more bandwidth.

D.  User-Approved and User-Controlled QoS
Unfortunately, it is unclear whether the FCC’s ruling 
on August 1,  2008, admonishing Comcast has made 
protocol-specific network management schemes il-
legal.  The unclear nature of the FCC’s ruling does 
make U.S. ISPs worry about another lawsuit or FCC 
complaint if they try to provide good application 
multitasking to customers.  Some net neutrality ad-
vocates have exacerbated the confusion by attempting 
to paint anyone advocating both protocol-specific and 
protocol-agnostic solutions for network management 
as being hypocritical when the reality is that the two 
technologies are addressing completely different prob-
lems.

Comcast at this point has not attempted to perform 
protocol-specific network management yet.  It has 
solely concentrated on network management solutions 
that assure equitable bandwidth sharing between cus-
tomers.  It could at some point in the future implement 
a protocol-specific network management system that 
addresses the problem of jitter and makes broadband 
more multi-application friendly with the user’s consent 
or even allow users to configure it themselves.  It is 
unclear if this would be an opt-in system or an opt-out 
system.  Because QoS is such a complex technology 
that is difficult for many consumers to understand, 
though, it would benefit the most number of consum-
ers if the system was activated with a default set of log-
ical priority rules that users can opt-out of or adjust.

WIRELESS NETWORKS: THE NEW FRONTIER 
OF THE INTERNET
In a world where wired broadband such as DSL, ca-
ble, and fiber are the last mile of the Internet, wireless 
technology is becoming more important, both within 
the home for the “last meter” and outside the home 
as new high-speed wireless technologies like WiMAX 
and Long-Term Evolution (LTE) are rolled out.  In 
fact, it’s easy to envision a day when wireless broad-
band access will surpass wired broadband services 
because the total market for residential broadband ser-
vice is limited to the number of households whereas 
the total wireless broadband market is limited by the 
number of future Internet-enabled mobile phones.  To 
realize this future, wireless network management is 
more important than ever.

A.  Why Wireless Networks Require More 
Management than Wired Networks
Just as they argue that more capacity on wired net-
works obviates the need for network management, 
some net neutrality advocates claim that if the supply 
of spectrum is increased then we won’t need any kind 

Figure 18: The need for QoS on both ends of the braodband competition
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of wireless network management.  The reality is that 
unmanaged networks don’t work for wired networks 
or wireless networks.  Not only is the capacity on 
wireless networks more scarce; wireless networks are 
far more shared than wired networks, which presents 
unique engineering challenges not present on copper 
DSL or fiber networks.

Since wireless devices share their own radios sharing 
the same air space and frequency, wireless networks 
require much more sophisticated network manage-
ment scheme than wired networks.  This is because 
when multiple computers try to send packets out on 
the same radio frequency at the same time, colliding 
packets are destroyed and must be retransmitted–an 
inefficient process.  Wired networks have routers and 
switches that prevent packets from colliding on the 
same wire by using memory buffers called packet 
queues but there is no such luxury in the wireless 
space.

The following table shows the amount of bandwidth 
that each wireless technology is capable of.  It’s im-
portant to understand that the amount of bandwidth 
listed is shared bandwidth per radio which typically 
services 100 to 1000 people.  Sharing radios between 

so many customers is necessary because the average 
3G cell tower today costs an average of $650,000.  
With today’s 3G technology, the bandwidth is not only 
more limited that wired broadband services, it’s also 
shared between more people.  By 2009 with the devel-
opment of next generation wireless data systems like 
WiMAX and LTE, wireless technologies may close 
in on current generation cable broadband services in 
terms of bandwidth but the number of people shar-
ing that bandwidth remains higher so that bandwidth 
needs to be carefully managed.

B.  Increasing Spectral Efficiency Through 
Scheduled Access
Multiple wireless devices on unmanaged wireless net-
works have to greatly reduce their rate of transmission 
such that there are few enough packets flying in the 
air that the packet collision rate is kept to a minimum.  
But on intelligent wireless networks where transmis-
sions are coordinated by software that centrally sched-
ules packets, the transmission rates can be kept much 
higher without the potential for packet collisions.  The 
centralized radio scheduler can be thought of as an air 
traffic controller for packets just like airplanes need to 
be centrally scheduled and coordinated to avoid mid-
air collisions.

Figure 19: Wireless networks – the new frontier of the Internet
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Unmanaged wireless network technology was used 
in first-generation 802.11 Wi-Fi technology.  The ef-
ficiency of the network wasn’t great but it was deemed 
“good enough” for simple data applications even with 
the packet collision overhead.  But as Wi-Fi usage grew 
in enterprise-class deployments such as hospitals, uni-
versities, and corporate campuses and the network 
started handling telephony applications, good enough 
for data was no longer good enough for voice.  Newer 
amendments to the 802.11 standard such as 802.11e 
added two additional network management modes to 
Wi-Fi to make it more conducive to real-time applica-
tions by scheduling around collisions.

With traditional 802.11b Wi-Fi technology, a single 
Wi-Fi Access Point which uses 20 MHz of radio spec-
trum can reliably support four Wi-Fi VoIP phones.  
Any more than four phone sessions on a single Access 
Point and all the calls begin to rapidly degrade to the 
point where no one can make a call.  The more com-
mon and less sophisticated 802.11e mode called En-
hanced Distributed Channel Access (EDCA) can tri-
ple call capacity.  The more advanced form of 802.11e 
called Hybrid Coordinator Function Controlled Chan-
nel Access (HCCA), which uses an advanced central-
ized scheduling mechanism can potentially increase 
call capacity tenfold to 40 calls.  On the other hand, 
simply enhancing the signaling speed and quadrupling 
bandwidth using 802.11g radios without any type of 
network intelligence may only double call capacity to 
eight phone calls.  The ideal network would increase 
signaling speed and incorporate centrally scheduled 
access to maximum call capacity and performance for 
every user on the network.

The challenges on a small Wi-Fi network are multiplied 
on a wireless phone and wireless broadband network 
because there are hundreds of times more devices be-

ing served per cell by the network.  Voice call capacity 
and data efficiency on a wireless phone and wireless 
data network are critical factors in lowering prices for 
consumers and driving Internet usage.  A single wire-
less broadband access point must simultaneously maxi-
mize call capacity and maximize throughput for data 
applications for hundreds of customers.  To increase 
capacity and performance further, wireless phone 
and broadband operators are looking to fourth gen-
eration (4G) mobile communication standards such as 
Long Term Evolution (LTE) because of the enhanced 
speed and advanced network management technolo-
gies.  Other 4G mobile communication standards such 
as Ultra Mobile Broadband (UMB) can handle more 
than 500 calls in just 10 MHz of spectrum which is 
250 times more efficient in capacity than unmanaged 
802.11b Wi-Fi networks.

C.  Why Wireless Management Is a Necessity 
That Enables Innovation
Many net neutrality advocates claim that if we just had 
a few unmanaged Wi-Fi Access Points, VoIP applica-
tions like Skype would make traditional mobile phone 
operators obsolete.  The reality is that the spectral ef-
ficiency of an unmanaged Wi-Fi network and unsched-
uled VoIP applications are hundreds of times less ef-
ficient than the latest managed mobile communication 
standards used by cell phone providers in terms of call 
capacity.  If we switched to this idealized world of un-
managed wireless networks, the cost per user would 
be extremely high.  While Wi-Fi and VoIP can handle 
small office needs or even large enterprise deploy-
ments when 802.11e is deployed, it does not scale on a 
metropolitan level.

Many net neutrality advocates also suggest that requir-
ing devices to ask an intelligent network for permission 

 
YEAR TECHNOLOGY BANDWIDTH (MBPS) LATENCY

UP DOWN (MS ROUND TRIP)

2007 3GPP R5  – HSDPA 0.375 14.4 150
2007 EVDO Rev A (5 MHz) 7.2 12.4 100
2008 WiMAX (10 MHz) 8 40 60
2009 3GPP R7  – HSPA+ 22 42 90
2010 LTE (20 MHz 2xMIMO) 50 150+ 20

Table 2: Emerging Wireless Technologies
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and Communications conducted a study and pub-
lished the graph in figure 20 showing massive conges-
tion problems despite their abundant capacity.  These 
congestion problems were largely caused by a very 
small percentage of Japanese broadband consumers 
who are using P2P applications.  The study by the 
Japanese Ministry of Internal Affairs showed that P2P 
users who made up 10 percent of the total broadband 
customer base accounted for 65 percent to 90 percent 
of all traffic on the network.  

Not only is the capacity on wireless networks more scarce; wire-

less networks are far more shared than wired networks, which 

presents unique engineering challenges not present on copper 

DSL or fiber networks.

The case of Japan illustrates that even the fastest broad-
band network in the world can be overrun by conges-
tion.  The reality is that there is no upper limit in the 
near to moderate for how much bandwidth consum-
ers can demand because the quality and quantity of 
video can always go up.  Standard high-definition TV 
(HDTV) resolution 1080p uncompressed video (1920 
by 1080 pixel resolution at 60 frames a second) can oc-
cupy 3 gigabits per second of bandwidth.  Quad-1080p 
uncompressed video (7680 x 4320 pixel resolution at 
60 frames a second), which is already supported in 
some production HDTVs, can occupy 48 gigabits per 
second of bandwidth per video stream.  No amount of 
additional bandwidth is ever likely to be enough be-
cause people will always want the ability to burst well 
beyond the guaranteed speed.

The second big problem with the argument that with 
sufficient bandwidth, the Internet could simply be a 
“dumb fat pipe” is that even when a network is built 
to provide more than sufficient bandwidth, it does not 
eliminate the jitter (the unwanted variations in packet 
delay), caused by packet bursting and queuing delay.  
Even networks operating at very low utilization can 
suffer jitter , and the only way to reduce jitter is by QoS 
technology.

Clearly, the fact that simply expanding network capac-
ity is not an alternative to intelligent network manage-
ment does not mean that more capacity isn’t needed.  

to transmit data potentially allows network operators 
to censor speech and stifle innovation.  But this type 
of network intelligence is merely giving the endpoints 
a way to go faster by avoid data collisions and it has 
absolutely nothing to do with stifling innovation or 
censoring the public.  The network software grants 
permission to all paying customers equally to increase 
spectrum efficiency and everyone benefits with lowers 
prices, higher call capacity, and higher performance.  
Intelligent wireless networks will ultimately spurs 
more adoption and usage of wireless broadband, which 
facilitates more mobile e-commerce, which enables 
more innovation and wealth generation.  Network 
intelligence isn’t the enemy of innovation because it 
enables more innovation, but a ban on network intel-
ligence would reduce wireless network quality.

FLAWED ARGUMENTS ABOUT ALTERNATIVES TO 
INTELLIGENT NETWORK MANAGEMENT
The proponents of net neutrality have suggested sev-
eral potential alternatives to intelligent network man-
agement.  As described below, many of the ideas they 
have proposed, including simply expanding network 
capacity, are flawed.

A.  Why Increasing the Supply of Bandwidth 
Won’t Solve the Problem
One of the most common arguments made by net 
neutrality advocates is that with sufficient bandwidth, 
the Internet could simply be a “dumb fat pipe” that 
didn’t require any network management.  A key source 
for this view is a technical paper by Shalunov and Teit-
elbaum entitled “Why Premium IP Service Has Not 
Deployed (and Probably Never Will).”  As explained 
in Box 6, the conclusions of this paper are not sup-
ported by the facts.  

The argument that with sufficient bandwidth, the In-
ternet could simply be a “dumb fat pipe” that didn’t 
require any network management is fundamentally 
flawed in many ways.  First, the argument assumes 
that bandwidth demand is constant or finite when it 
isn’t.  In reality, consumer demand for ever more ca-
pacity and bandwidth will outstrip supply for the fore-
seeable future.  

This point is illustrated by the example of Japan with 
its massive deployment of 100 Mbps fiber to the home 
(FTTH).  The Japanese Ministry of Internal Affairs 
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BOX 6: DEBUNKING THE MYTH THAT NETWORK CAPACITY IS A SUBSTITUTE FOR QUALITY OF SERVICE

In recent years, many net neutrality proponents have argued that Quality of Service (QoS) would not be necessary if Internet service 
providers would just expand network capacity by building “big pipes.”  A technical paper by Shalunov and Teitelbaum entitled “Why 
Premium IP Service Has Not Deployed (and Probably Never Will)”  is a key source for this view.   As explained below, however, the 
conclusions of this paper are not supported by the facts.  

Shalunov and Teitelbaum make sweeping generalizations about QoS being unnecessary on the regular Internet in part by examining 
Internet 2—the very high-speed networks used predominantly by research universities:  “Internet2 networks are generally well-
provisioned and almost always lightly loaded.  Packet loss and jitter experienced by best-effort traffic on Internet2 paths is almost 
always zero or is due to noncongestive causes.”  Yet the authors go on to admit:  “This is especially true when there is no per-bit 
charge for Internet traffic, as is the case within Internet2. Without pricing disincentives, individual users can very significantly and 
very suddenly affect network utilization.”

Shalunov and Teitelbaum clearly admit that the Internet2, which is a well-provisioned and metered network, is a somewhat special 
case with its lower probability for congestion and jitter than the lesser provisioned and unmetered regular Internet.  But even though 
the Internet2 is relatively congestion- and jitter-free, Shalunov and Teitelbaum go on to explain that QoS may still be necessary 
under certain circumstances:  “Premium service is about guaranteeing service quality.  In essence, it is about removing a component 
of unreliability from the system—the probability that a network transaction fails because of network congestion.  Although typi-
cal performance may be perfect, there would be considerable value in being able to assure that important sessions receive perfect 
network performance.  Who wants the possibility that their important conference calls are disconnected or suddenly deteriorate in 
quality?  Who wants a surgeon operating through robotic means on a different continent to experience IP packet loss artifacts?”

Shalunov and Teitelbaum go beyond the scope of the Internet2 and offer some unsupported conclusions: “In the U.S. today, the 
price of network capacity is low and falling (with the notable exception of residential and rural access) and the apparent one-time 
and recurring costs of Premium are high and rising (with interface speeds).  In most bandwidth markets important to network-based 
research, it is cheaper to buy more capacity and to provide everybody with excellent service than it is to mess with QoS.  In those 
few places where network upgrades are not practical, QoS deployment is usually even harder (due to the high cost of QoS-capable 
routers and clueful network engineers). ” 

Residential and rural access constitute quite a large exception to Shalunov and Teitelbaum’s assertion that network capacity is cheap.  
In fact, talking residential and rural access is probably the entire broadband industry.  But even Shalunov and Teitelbaum’s claim 
that the price of network capacity is low elsewhere on the Internet is unsupported.  The authors claim that QoS-capable routers and 
“clueful” network engineers are too expensive is also proven false by the existence of widely deployed fiber-to-the-node (FTTN) 
networks that run QoS to ensure that their Internet Protocol-based TV (IPTV) service has guaranteed bandwidth and low jitter. 

In the end, Shalunov and Teitelbaum concede that small-scale ad hoc QoS solutions work well: “In the very few cases where the 
demand, the money, and the clue are present, but the bandwidth is lacking, ad hoc approaches that prioritize one or two important 
applications over a single congested link often work well.  In this climate, the case for a global, interdomain premium service is 
dubious.”

So a far more reasonable conclusion that should be drawn from the Shalunov and Teitelbaum paper is that large-scale QoS mecha-
nisms across the entire Internet or Internet2 are probably infeasible, but small-scale point solutions that implement simpler Diff-
Serv classification systems work well.  The paper’s assertion that network capacity is a better and cheaper alternative to QoS is 
unfounded.  Capacity is not cheaper than QoS; nor is capacity an adequate substitute for QoS, particularly for ensuring performance 
of certain kinds of applications. 

BenTeitelbaum and Stanislav Shalunov,  “Why Premium IP Service Has Not Deployed (and Probably Never Will),” Internet2 QoS 
Working Group Informational Document, May 3, 2002 (HTMLized with updated references January 9, 2006) <qos.internet2.edu/
wg/documents-informational/20020503-premium-problems-non-architectural.html>  (accessed December 4, 2008).  
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No amount of QoS technology can substitute for ca-
pacity, and no amount of capacity can substitute for 
QoS.  Recognizing this, all the large network opera-
tors in the United States are spending billions of dol-
lars annually to constantly upgrade their networks.

B.  Why Metered Pricing and Usage Caps Alone 
Will Not Solve the Problem
Some net neutrality proponents have argued that me-
tered Internet or usage caps would be a better alterna-
tive to network management because the end-user is 
in control of what they access rather than letting the 
ISP control how and what consumers access.  While 
metered Internet services can help, they alone cannot 
solve the problem anymore than can larger pipes.  This 
is true for several reasons.

First, pricing is a blunt way of managing the network 
because it can only deal with average utilization on 
an hourly or daily basis, while congestion happens 
on a minute-by-minute or second-by-second basis.  
Pricing merely motivates people to cut back on av-
erage bandwidth consumption over the course of a 
few hours or over the month and there’s simply no 
way for users to control their own consumption on a 
second-by-second basis.   

The second problem with pricing schemes is that 
they cannot deal with the problem of jitter, which 
happens on a millisecond-by-millisecond basis.  Jit-
ter occurs on a millisecond level, and it can ruin 
VoIP, online gaming, video conferencing, and IPTV 
applications. 

Figure 20: Why capacity isn’t a substitute for network management: the case of Japan
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Instead, a combination of a protocol-agnostic band-
width throttling system that ensures per-user fairness 
on a minute-by-minute basis and a protocol-specific 
QoS scheme that manages jitter with surgical precision 
at the millisecond level would allow networks to oper-
ate fairly and smoothly under existing flat-rate pricing 
schemes with generous usage caps.

Some people balked at the fact that Comcast was throt-
tling applications for minutes at a time during congest-
ed periods.  Yet congestion pricing mechanisms such 
as those in the United Kingdom and Australia would 
compel users to throttle themselves 12 hours a day 
during peak periods.  Similarly, some usage caps would 
compel users to limit their use of volume-intensive ap-
plications like P2P or high-quality video streaming to 
a few days of the month.

This is not to say that it is wrong to have any kind 
of usage-based pricing models or multiple usage tiers.  
The heaviest users do drive up costs for the ISP to 
some extent.  Heavy usage increases marginal costs 
but fixed infrastructure costs don’t change based on 
usage.  Most broadband providers have to pay usage 
charges for their backbone connection to the Internet 
and higher usage from their customers results in high-
er backbone usage costs.  Tier 1 broadband providers 
like AT&T that don’t pay usage fees to use the back-
bone because they own the backbone are still affected 
by higher broadband usage because they’re forced to 
do more frequent upgrades to the backbone and other 
parts of their system.  

C.  Why Exclusive QoS on the Internet Is Better 
Than Exclusive QoS on Private Circuits
One of the key concerns of net neutrality advocates is 
that network operators will favor their own subscrip-
tion-based video services exclusively and believe that 
network operators either should not get to prioritize 
any content or they have to give everyone that same 
priority.  The proposed net neutrality legislation in the 
U.S. House and Senate follow this line of argument 
(see Box 1).  If any of those bills or bills like them are 
approved in the United States in the future, network 
operators will no longer be permitted to pool their net-
work resources and offer television services over the 
Internet portion of their network because they would 
no longer be able to guarantee the quality.

The reasoning behind these net neutrality proposals 
sounds compelling because it mandates equality.  The 
problem is that these proposals are mandating a single 
service tier when even common carriers are permitted 
to have tiered services.  From an engineering stand-
point, this approach would cripple the future of the 
Internet.  Even staunch supporters of net neutrality 
like Vint Cerf and Tim Berners-Lee acknowledge the 
need for QoS technology.  Berners-Lee even insists 
that tiered QoS services at different prices are perfect-
ly legitimate.  But the biggest problem with enforcing 
a single QoS tier is that it accomplishes the exact op-
posite effect of its intended goal.  Instead of increasing 
Internet capacity, it actually decreases Internet capac-
ity.

If legislation bars or severely limits network management, U.S. 

consumers will either be left with a broken IPTV system or 

they’ll be left with less Internet bandwidth. 

When network operators are told that they can no lon-
ger favor their own video content on the Internet, they 
will simply move off the “Internet” on to a private 
network partition using circuit-switching networks on 
the same physical cabling.  When that happens, they’ll 
use fixed bandwidth allocation to the Internet service 
and the television service so even if the consumer isn’t 
using the television service, the bandwidth cannot be 
dynamically shifted to the Internet service and the 
consumer gets less Internet bandwidth.

A real world example of this is IPTV service from 
AT&T U-verse in the United States and Deutsche 
Telekom T-Home in Germany.  Both companies use 
fiber-to-the-node (FTTN) technology, which has a 
total capacity of 25 Mbps.  Deutsche Telekom allows 
their Internet service to go up to the full 25 Mbps but 
whenever any high-definition (HD) or standard-defi-
nition (SD) channel is in use for the television service, 
as much as 8 Mbps and 4 Mbps of capacity respectively 
is set aside for IPTV service.  So if two HD channels 
are being viewed at the same time, the Internet ser-
vice could drop to somewhere between 9 Mbps and 15 
Mbps depending on the amount of motion and com-
plexity in the IPTV HD video streams.  AT&T does 
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something similar in the United States but only of-
fers up to 18 Mbps for the Internet service using their 
25 Mbps FTTN broadband link.  Like the Deutsche 
Telekom FTTN service, the service will slow to some-
where between 9 Mbps and 15 Mbps if two HD chan-
nels are being viewed on the IPTV service at the same 
time.  In both cases, consumers are told up front about 
the limitations of the Internet service when IPTV is in 
use.  In both cases when no TV is being watched, the 
broadband service goes up to the full 18 Mbps or 25 
Mbps for AT&T and Deutsche Telekom. 

The reaction from many net neutrality proponents is 
that this is somehow blatant favoritism for the broad-
band provider’s own video service at the expense of 
all other Internet services. But this fear of exclusive 
prioritization of video services on Internet-based 
technology is unfounded in light of the fact that guar-
anteed video delivery on separate physical cabling or 
a separate circuit within the same cabling has always 
been acceptable.  Cable companies, for example, dedi-
cate more than 90 percent of their cable infrastruc-
ture to their television services while their broadband 
services are fixed at less than 10 percent.  Broadband 
companies adopting FTTN and IPTV technology are 
dynamically allocating 0 percent to 65 percent of their 
cable infrastructure to television while broadband 
technology gets the remaining 35 percent to 100 per-
cent.

Why should anyone object to the more efficient so-
lution and more generous allocation of resources to 
broadband and object to a new entrant in the tradi-
tional television market?  It would certainly not be 
better to go back to the old fixed allocation model and 
have one less competitor in the television space.  Ex-
clusive QoS prioritization for IPTV service is precisely 
the behavior that consumers want because this allows 
IPTV to work properly while other applications oper-
ate freely.  Without IPTV prioritization, the television 
service will degrade in quality whenever other jitter-
inducing applications are in use because IPTV is a 
real-time application.  Even when, for example, a P2P 
application is manually restricted to a small percentage 
of the broadband connection, it still causes occasional 
“hiccups” in the IPTV service because jitter has little 
to do with bandwidth consumption and a lot to do 
with the tendency of certain applications to burst out 
multiple packets.

With the QoS technology in place, peer-to-peer appli-
cations will get to run much faster because the user will 
be able to lift any speed restrictions on the application 
without fear of causing problems for the IPTV service.  
Without QoS technology, a household would have to 
choose between watching TV or using P2P because 
non-prioritized IPTV is “allergic” to P2P traffic.  This 
is precisely the reason that P2P companies and P2P 
Internet standards bodies are voluntarily labeling their 
own packets as lower priority because they know that a 
friendly P2P application is less likely to be restricted.

The federal government has a key role to ensure openness and 

fair play on the Internet.  However, it should do this with sen-

sible rules.  Policies should strive to prevent any potential abuse 

without eliminating the ability of ISPs to manage their networks 

in ways that produce the best possible user experience for the 

largest number of users, and without eliminating incentives to 

build the next generation broadband network.  

If legislation bars or severely limits network manage-
ment, U.S. consumers will either be left with a broken 
IPTV system or they’ll be left with less Internet band-
width.  If broadband providers are prohibited from 
exclusively prioritizing IPTV over broadband, they’ll 
simply only offer no more than 9 Mbps for the In-
ternet service and permanently partition off 16 Mbps 
of fixed bandwidth on a separate dedicated circuit for 
their IPTV service.  So instead of getting 9 Mbps to 
25 Mbps of Internet service, depending on how many 
HD channels are being watched, consumers will per-
manently get 9 Mbps of Internet service even when 
the IPTV service isn’t being used at all.

Proponents of net neutrality often ask why telecom-
munications companies can’t simply offer just 25 
Mbps of Internet services and charge enough for the 
service to be profitable and forget about television ser-
vice.  They can’t do that for simple reason that, at least 
currently, not enough consumers will buy the service.  
Even community or municipally operated broadband 
services rely on television services to offset the mas-
sive investment costs, so why would private companies 
who can’t rely on taxpayer support be any different?  
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CONCLUSION
The Internet in all its glory was never perfect in ar-
chitecture.  The inability of the ISPs to fairly allocate 
bandwidth between customers and seamlessly support 
multiple applications on network connections has long 
caused conflict between users and applications.  More 
capacity is always welcome and public policy should 
support it, but for the foreseeable future, it will get 
used soon after it gets built.  Moreover, it will not solve 
these two fundamental architectural problems of the 
packet-switching Internet.  It will always be necessary 
to ensure equitable bandwidth distribution between 
broadband users with protocol-agnostic network man-
agement technologies.  And, it will always be neces-
sary to manage jitter on shared Internet links or shared 
broadband connection using QoS technologies to en-
sure that different types of applications all work ef-
fectively.

The federal government has a key role to ensure open-
ness and fair play on the Internet.  However, it should 
do this with sensible rules.  Policies should strive to 
prevent any potential abuse without eliminating the 
ability of ISPs to manage their networks in ways that 
produce the best possible user experience for the largest 
number of users, and without eliminating incentives to 
build the next generation broadband network.  Toward 
that end the FCC should oversee broadband provid-
ers and ensure that ISP network management practices 
are open, transparent and not anti-competitive. And 
the ISP industry should continue its efforts to develop 
and abide by industry codes of good conduct regarding 
network management that include, but are not limited 
to, fuller and more transparent disclosure to consum-
ers of network management practices.
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Bandwidth.  The rate at which files are transmitted through a computer network, commonly referred to as “speed” 
but more accurately described as throughput.  This kind of bandwidth is usually expressed in bits (of data) per second 
(bps).  Occasionally, it’s expressed as bytes per second (B/s) which is 1/8th the value of bits per second because each 
byte is 8 bits.  Unfortunately, the distinction between Bps and B/s is often mixed up because they sound alike.  Band-
width is also formally expressed in multiples of 1,024 so a Kilobit (Kbps) per second is 1,024 bps, Megabit (Mbps) per 
second is 1,048,576 bps, and Gigabit (Gbps) is 1,073,741,824.  But this can also be a little confusing because people 
casually use simple multiples of 1,000 to define Kilo, Mega, and Giga.

Bit (b).  A binary digit, represented by either a 0 or a 1, which is the smallest basic unit of information storage and 
communication in the computer world.  (A lower case “b” denotes bit, whereas an upper case “B” denotes Byte.) 

BitTorrent protocol.  A content distribution protocol that enables efficient software distribution and peer-to-peer 
(P2P) sharing of very large files, such as entire movies and TV shows, by enabling users to serve as network redis-
tribution points.

Broadband.  In general, broadband refers to telecommunication in which a wide band of frequencies is available to 
transmit information.  Because a wide band of frequencies is available, information can be multiplexed and sent on 
many different frequencies or channels within the band concurrently, allowing more information to be transmitted 
in a given amount of time (much as more lanes on a highway allow more cars to travel on it at the same time). 

Broadband technologies.  The standard broadband technologies in most areas are digital subscriber line (DSL) and 
xDSL, which operate over copper telephone lines; cable modems; and optical fiber that can handle TV, voice calls, 
and Internet access.  Newer wireless broadband technologies include Wi-Fi and WiMAX and Long-Term Evolution 
(LTE).   

Buffer.  In computing, a buffer is a region of memory used to temporarily hold data while it is being moved from 
one place to another. 

Burst.  A short but intense increase in bandwidth.

Byte (B).  A unit of measurement of information storage and communication in the computer world that consists 
of 8 bits.  (An upper case “B” denotes Byte, whereas a lower case “b” denotes bit.)

Circuit-switching network.  A network built on a networking technology called circuit switching that allocates 
fixed resources when a connection is initiated and allows additional users to use the system only if the circuits are 
open.  Only a small portion of the total user population can use a circuit switching e network at any given time, and 
communications on circuit-switching networks are generally limited to two devices unless the circuit is terminated 
and a new circuit is created.  Thus, a circuit-switching network is too limiting and inflexible to be used on the In-
ternet. 

Appendix A: Network Glossary
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Client.  The requesting program or user in a client/server relationship. The user of a Web browser, for example, is 
making client requests for pages from servers all over the Web.  The browser itself is a client in its relationship with 
the computer that is getting and returning the requested HTML file. The computer handling the request and sending 
back the HTML file is a server.

Client-server file distribution architecture.  An architecture for distributing files on the Internet that involves 
having a single server transmit (upload) files and clients receive (download) files using traditional protocols such as 
File Transfer Protocol (FTP) or Hypertext Transfer Protocol (HTTP). 

Content delivery network (CDN) file distribution architecture.  An architecture for distributing files on the 
Internet that involves globally distributed high-speed cache servers that store copies of files from a central server and 
redistribute them to nearby clients.  The CDN model puts half the load on broadband networks that the peer-to-peer 
file distribution model does because it does not require clients to upload and download files.   

Content provider.  An organization or individual that creates information, educational, or entertainment content for 
the Internet, CD-ROMs, or other software-based products. 

Data center.  A building that hosts lots of servers, server farms, networking equipment, power, and cooling infra-
structure.

Delay.  The time it takes an individual packet to travel through a network.  Packet delay should not be confused with 
file transfer time, which correlates to bandwidth.  There are two forms of delay that affect packet transfer times: la-
tency (the time it takes a bit or packet to traverse a non-congested network before arriving at its intended destination) 
and jitter (a measure of the variation in packet delay).  

Download.  To receive data.  In the context of broadband, the term is also a noun that means data flowing towards 
the home user.

Downstream.  The portion of the broadband connection where data travels towards a computer.  In the context of 
broadband, it’s the data link traveling towards the home.

Endpoint device/endpoints.  In the context of the Internet, devices that attach to the Internet such as computers, 
servers, digital still or video cameras, music players, printers, or any other devices that uses the Transmission Control 
Protocol/Internet Protocol (TCP/IP). 

File.  In the context of computers and computer networks, an electronic document, digital photo, digital music, digi-
tal video, a database containing information, or a computer application.  

File Transfer Protocol (FTP).  One of the earliest file distribution protocols on the Internet.  FTP can experience 
a slowdown in file transfer speeds if it experiences very high latency but it is relatively immune to jitter.  FTP is in-
sensitive to packet loss in terms of losing data but it can experience longer and slower download times if there are 
excessive and continuous packet drops.

Flow.  One communication session between two Transmission Control Protocol (TCP) endpoints.  Applications 
traditionally use a single TCP flow, but peer-to-peer (P2P) applications use multiple flows to gain immunity against 
Jacobson’s algorithm.  

Hypertext Transfer Protocol (HTTP).  A communications protocol used for retrieving interlinked text documents 
(hypertext) that led to the establishment of the World Wide Web.
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Internet Protocol (IP).  Part of the set of core communications protocols for the Internet and other similar net-
works that was originally developed in the late 1960s and early 1970s to meet the data needs of the U.S. Department 
of Defense.  The IP specifies algorithms for interconnecting networks and routing traffic on the Internet.  IP ad-
dresses are the “phone numbers” of the endpoints connected to the Internet and are used to route data. 

Internet.  A global network of interconnected computer networks that consists of millions of private and public, 
academic, business, and government networks that exchange data by packet switching using the standardized Trans-
mission Control Protocol/Internet Protocol (TCP/IP).

Internet service provider (ISP).   A company that offers its customers access to the Internet.

IPTV (Internet Protocol Television).  Digital television service delivered over Internet Protocol on a network that 
necessitates a broadband connection.

Jacobson’s algorithm.  A network congestion control algorithm for Transmission Control Protocol/Internet Pro-
tocol (TCP) developed by Van Jacobson. When File Transfer Protocol (FTP) became popular on in the mid 1980s, 
the Internet became a traffic jam at certain times of the day where nothing could get through.  This was known as 
the first meltdown of the Internet and it required a fundamental change in TCP to fix the Internet. Van Jacobson’s el-
egant revision to TCP was so effective that it was immediately adopted in 1987 on every computer of the Internet. 

Jitter.  The measure of the variation in packet delay.  High-jitter conditions are essentially micro-congestion storms 
that last tens or hundreds of milliseconds.  High jitter occurs whenever a large number of packets come from a faster 
network link to a slower network link or where several networks links merge to a single link.  When this happens, 
network devices such as routers and switches get backlogged, and they force packets to wait inside their memory 
buffers, increasing the time it takes packets to traverse a network.  

Kilobits per second (Kbps).  Thousands of bits per second, a measure of bandwidth (the amount of data that can 
flow in a given time) on a data transmission medium.  

Latency.  A simple measure of delay, which is largely dictated by the speed of light in glass and the physical distance 
between two devices on the Internet.

Long Term Evolution (LTE).  A fourth-generation (4G) wireless broadband technology developed by the Third 
Generation Partnership Project.  

Megabits per second (Mbps).  A common unit of network data transmission throughput used in the network-
ing industry.  One megabit is commonly assumed to be one million bits, but the technically correct definition is 
1,048,576 bits or 1024 to the 2nd power.  Unfortunately, people use the 1000 base and the 1024 base just as frequently, 
and sometimes it’s hard to tell which one is being used.

Megabytes per second (MB/sec).  A common unit reported by computer applications and equal to 8 megabits per 
second.  Unfortunately, people often confuse MB/sec for Mbps when they’re different by a factor of 8.

Millisecond (ms or msec).  One-thousandth of a second, a measure commonly used in measuring packet travel 
time on the Internet.

Multiflow.  A file transfer technique where multiple TCP flows are simultaneously used to transmit a single file.  
Multi-flow is commonly used by peer-to-peer (P2P) applications to gain immunity to the bandwidth reallocation 
mechanism in Jacobson’s algorithm for Transmission Control Protocol (TCP).  



PAGE A4THE INFORMATION TECHNOLOGY & INNOVATION FOUNDATION  |   DECEMBER 2008     

Network.  In the context of computers, a network is a series of points or nodes interconnected by communication 
paths. Networks can interconnect with other networks and contain subnetworks.  Networks come in all sizes and 
shapes and may operate over copper wires, fiber optics, wireless, or even power lines.  Large telephone networks 
and networks using their infrastructure (such as the Internet) have sharing and exchange arrangements with other 
companies so that larger networks are created.  Networks are commonly referred to as “pipes” (although networks 
like the Internet are physically made up of loose tube optical fiber).   

Network capacity.  The number of users that can simultaneously use a network with a certain level of perfor-
mance.  

Online gaming.   In the context of this paper, online gaming refers to games where players use the Internet to con-
nect to each other in a virtual world for fun.  In order for these games to feel responsive, the delay from either latency 
or jitter must be low as possible and even lower than Voice over Internet Protocol (VoIP) requirements.

Packet.  The unit of data that is routed between an origin and a destination on the Internet or any other packet-
switched network. Packets are actually made of electromagnetic signals flowing through wiring or fiber optic glass.

Packet delay.  The time it takes individual packets to traverse a network.  Packet delay comes from latency and jitter.  
Depending on the type and amount of delay, it may not be a problem for data applications but it’s brutal to real-time 
applications like Voice over Internet Protocol (VoIP) or online gaming.

Packet-switching network.  A network built on a technology called packet switching that splits data traffic (digital 
representations of text, sound, or video data) into small chunks, called packets, that are then routed over a shared 
network on the basis of the destination address contained within each packet.  Breaking communication down into 
packets allows the same data path to be shared among many users in the network.  A packet-switching network 
dynamically divides up the resources among the active users on the network.  If few users are on the network, then 
those few users get a lot of resources allocated to them.  If many users are on the network, each user gets fewer re-
sources but is not locked out of the system.   The Internet’s predecessor ARPANET and the Internet were the first 
packet-switching networks in the world.  

Peer.  A computer on the Internet that can upload and download small metadata files known as torrents in a peer-
to-peer (P2P) Internet file distribution system.  Generally, a peer does not have the complete file; if it did, it would 
be called a “seed.”

Peering arrangement.  A contractual agreement between two Internet service providers (ISPs) to interconnect and 
exchange traffic.  This peering arrangement may involve the larger ISP charging the smaller ISP because the smaller 
ISP will benefit more from the infrastructure built and paid for by the larger ISP, or the arrangement may involve no 
money changing hands if each ISP has something of equal value.

Peer-to-peer (P2P) file distribution architecture.  An architecture for distributing files on the Internet invented 
in 1999 that involves multiple computers called peers that receive and transmit pieces of files to other peers.  Once 
a peer has the complete file, it is called a seed.  The P2P method of distribution is free to the content provider but 
effectively doubles the traffic load for Internet service providers (ISPs), because it involves both downstream traffic 
and upstream traffic.  What makes P2P unique and revolutionary is that it endpoints downloading files are simultane-
ously uploading to other peers, which in turn upload to other peers.  This chain of peers allows P2P file distribution 
to scale indefinitely at the expense of a lot more upload traffic for the P2P user and his/her ISP.  P2P is for the most 
part immune to latency and jitter because of its multiflow properties.  P2P is insensitive to packet loss in terms of los-
ing data but it can experience longer and slower download times if there are excessive and continuous packet drops. 
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Performance.  In the context of networks, performance can have many meanings.  It typically refers to throughput 
performance but it could refer to latency and jitter characteristics or a combination of all three.

Protocol (or communication protocol).  In the context of computing, a protocol is the convention or standard that 
governs the syntax, semantics, and synchronization of communication between computers or devices.

Protocol-agnostic network management system.  A network management system that does not look at the pro-
tocol to function.  Protocol-agnostic systems for network management are ideal for distributing bandwidth equitably 
among broadband customers but they can never ensure the equal performance of different applications sharing the 
same broadband connection—and they can never eliminate jitter on bottleneck segments of the Internet.  Dealing 
with these problems requires protocol-specific network management systems.   

Protocol-specific network management system.  A network management system that takes protocol headers and 
other factors into account to determine packet priority.   Protocol-specific systems for network management systems 
such as Quality of Service (QoS are needed to ensure the equal performance of different applications sharing the 
same broadband connection—that is, to make networks (especially broadband) more conducive to simultaneous ap-
plication usage and to address the problem of jitter on bottleneck segments of the Internet.  

Quality of Service (QoS).  In the context of packet-switching networks, a form of protocol and application specific 
traffic engineering, its key benefit being its ability to mitigate jitter and create harmony between applications sharing 
the same broadband connection.  QoS is by definition is a protocol-specific technology.  This technology is ideal 
for creating harmony between applications sharing a single broadband connection.  It is controversial if it is used to 
allocate bandwidth between broadband customers.  There are instances where protocol-specific jitter management 
is necessary for shared network links between multiple broadband customers.  This does not conflict with protocol-
agnostic systems so long as equitable sharing of bandwidth between users is maintained. There are many common 
alternative words used to describe QoS mechanisms (e.g., “enhanced Quality of Service,” “network intelligence,” 
“prioritization,” and “premium service”).   QoS is not just one technology; it is a complex field of study with dozens 
of Internet Engineering Task Force (IETF) standards that compete with or complement one another.

Random peering behavior.   The behavior of traditional peer-to-peer (P2P) applications, which connect with any 
other peer on the Internet regardless of network topology or geographic distance.  This results in very inefficient us-
age of bandwidth at the core of the Internet.  Newer P2P applications are beginning to adopt more intelligent ways 
to distribute content by selecting the nearest peer.  This not only accelerates P2P performance but it also alleviates 
congestion at the core of the network.

Seed.  A computer on the Internet that can upload and download small metadata files known as torrents and has the 
complete file.  If it does not have the complete file, it is called a “peer.”

Server.  In the client/server programming model, a server is a computer or program that awaits and fulfills requests 
from client programs in the same or other computers. 

Server farm.  A group of computers acting as servers and housed together in a single location.  Server farms are 
typically owned by a single group or company.

Statistical multiplexing.  A system for overbooking bandwidth that is commonly used in all broadband deploy-
ments throughout the world.  Because most users on a network are idle most of the time and because network 
bandwidth is divided among users, each user gets several times more bandwidth than the minimum guaranteed 
bandwidth.  Networks that employ statistical multiplexing are several times less expensive per unit bandwidth than 
dedicated bandwidth networks with guaranteed speeds. 
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Transmission Control Protocol/Internet Protocol (TCP/IP).  The set of core communications protocols for the 
Internet and other similar networks that was originally developed in the late 1960s and early 1970s to meet the data 
needs of the U.S. Department of Defense.  TCP specifies algorithms for how computers and other endpoint devices 
communicate.  It determines behavior such as the transmission speed between endpoints by responding to network 
conditions and it provides reliable data transport by handling error correction.  IP specifies algorithms for intercon-
necting networks and routing traffic on the Internet.  IP addresses are the “phone numbers” of the endpoints con-
nected to the Internet and are used to route data. 

Throttle.  Slow down.  

Throughput.  In networking, a term that commonly refers to bandwidth.

Upload.  In the context of computers, the term is a verb that means to transmit data.  In the context of broadband, 
the term is also a noun that means data flowing away from the home user.  

Upstream.  The portion of the broadband connection where data travels away from a computer.  In the context of 
broadband, it’s the data link traveling away from the home.

Voice over Internet Protocol (VOIP).  A real-time isochronous technology that implements telephony on packet-
switching networks like the Internet or private networks running Internet Protocol (IP).  In order for the telephone 
call to feel responsive, the delay from either latency or jitter must be low and preferably well below 100 milliseconds.  
VoIP applications are fairly intolerant to packet drops.

Wireless broadband technology.  A fairly new technology that provides high-speed wireless Internet and data 
network access over a wide area.  Wireless broadband technologies include Wi-Fi and WiMAX and Long-Term 
Evolution (LTE).  It is easy to envision a day when wireless broadband access will surpass wired broadband services 
because the total market for residential broadband service is limited to the number of households, whereas the total 
wireless broadband market is limited by the number of future Internet-enabled mobile phones.  
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