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Facial recognition technology has a growing number of uses: Airports 
use it to expedite security screening, social networks use it to organize 
photos, smartphones use it for logins, and law enforcement uses it 
to solve crimes.1 Public policy can establish important guardrails to 
ensure organizations use facial recognition responsibly, while still 
allowing—and ideally promoting—innovative uses of the technology. 

Summary
Facial recognition technology compares images of faces in order 
to estimate their similarities. It is not the same as other types of 
technology that also analyze the face, including systems that predict a 
person’s age, race, gender, or outward emotions. 

Facial recognition systems typically perform two types of searches:

Verification (One-to-One): In verification comparisons, the technology 
compares two images to determine whether two faces are the same. 

Identification (One-to-Many): In identification comparisons, the 
technology searches a database of images to find potential matches 
with an initial image of a face.

Facial recognition technology uses algorithms that detect faces’ 
unique features, such as the distance between the eyes, to create 
a mathematical representation that determines their similarity. For 
example, faces shown on a given image are considered a possible 
match if their similarity scores meet or exceed the match threshold, 
which is a number the operator assigns that represents a minimum 
acceptable similarity score. A facial recognition system’s false-positive 
and false-negative rates are common ways to measure its accuracy, 
while other metrics, such as how fast the system can perform a search, 
also affect its performance.2

Facial recognition technology can increase public safety by helping 
law enforcement more quickly and accurately find and identify victims, 
witnesses, and suspects. It can also increase security online and in 
person by authenticating individuals. In addition, the technology can 
increase convenience for consumers by helping them perform tasks 
ranging from quickly organizing their photos on their smartphone to 
boarding a plane to paying for products using their face. 

Why Now?
Computer scientists began developing technology to recognize faces 
in the 1960s. However, the increased use of deep convolutional 
neural networks, which process multiple layers of abstraction of 
data to identify patterns, has led to significant improvements in 
the accuracy of algorithms. For example, the National Institute of 
Standards and Technology found that identification algorithms were 
100 times more accurate in 2019 than in 2010.3 Moreover, the most 
accurate algorithms in 2020 fail to rank the correct candidate as 
the top potential match only 0.1 percent of the time when searching 
a database containing images of 1.6 million individuals (1 out of 
1,000 times).4 Higher-quality images from better cameras and better 
hardware have also improved the performance of facial  
recognition systems.

Prospects for Advancement
On top of rapid progress to date, facial recognition algorithms continue 
to improve at a brisk pace. Indeed, algorithms that are only a year old 
may significantly underperform relative to newer ones. Moreover, the 
most accurate algorithms are increasingly tolerant of image-quality 
problems, such as poor illumination.5 Similarly, the best-performing 
algorithms now display little to no bias across demographic groups.6  

Facial recognition systems will likely continue to improve. However, 
some advocates have opposed the technology out of concerns about 
biased outcomes and mass surveillance, leading a number of cities 
to restrict the use of the technology by government. As the technology 
becomes more prevalent with more applications—and governments 
implement targeted regulation—fears about mass surveillance and 
biased outcomes will likely fade. 

Applications and Impact
Facial recognition systems have multiple applications:

•	 Public Safety: Facial recognition helps police identify victims, 
suspects, and witnesses to crimes. For example, it has helped 
authorities find and rescue human trafficking victims, and 
identified individuals committing crimes ranging from shoplifting 
and check forgery to armed robbery and murder.7 

•	 Security: Businesses are using the technology to improve security 
in several ways. For example, credit card companies such as Visa 
and Mastercard have launched services that allow customers to 
use selfies to verify the authenticity of online purchases.8 

•	 Convenience: Businesses are using facial recognition to increase 
convenience for consumers, including by helping travelers get 
through airports faster. For example, in a test at the Los Angeles 
International Airport, facial recognition reduced by half the time it 
typically takes to board a plane.9  Facial recognition can also be 
used to allow individuals entry into gyms, schools, apartments, 
and office buildings.

•	 Accessibility: Facial recognition improves the accessibility of 
online services, and can help visually impaired individuals better 
understand their surroundings. For example, Facebook uses the 
technology to make its platform more accessible by automatically 
adding descriptive text to photos, which screen readers can  
read aloud.10 

Policy Implications
There are four essential policy implications to implementing facial 
recognition. First, governments should minimize potential abuse of the 
technology, including by law enforcement. The standard of probable 
cause for law enforcement to make arrests already protects individuals 
from adverse outcomes resulting from false-positive matches. But other 
policies could provide additional protections. For example, policymakers 
should require that law enforcement obtain a search warrant to use any 
technology to surveil an individual for an extended period. 



And policymakers should set standards for when the government may 
use facial recognition in sensitive environments, such as at protests, 
and require law enforcement to develop data-retention policies for 
images used in facial recognition systems. Finally, policymakers 
should encourage law enforcement to pilot the technology, which can 
help it evaluate how the technology performs in its communities,  
and fund training to teach law enforcement how to use the  
technology properly.

Second, governments should only use highly accurate facial 
recognition systems and set performance standards for facial 
recognition systems their agencies procure. Several organizations 
provide facial recognition systems that are accurate across 
demographic groups.11 

Third, governments should not ban facial recognition because doing 
so would inhibit positive uses of the technology. For example, a ban 
would prohibit using facial recognition to create a biometric entry/exit 
system, which the 9/11 Commission concluded was crucial to U.S. 
national security.12    

Fourth, governments should support the development and use of 
facial recognition in the private sector. For example, by passing 
legislation to create a national privacy framework that streamlines 
regulation, preempts state laws, and establishes basic consumer 
data rights, lawmakers can protect consumer privacy while minimizing 
the impact on innovation. Governments should also continue to fund 
independent testing of commercial facial recognition systems, and 
fund the development of diverse datasets of faces to foster further 
algorithmic improvements.13
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