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Over the last two decades, it has become the conventional wisdom in tech 
policy circles that stronger privacy regulations increase consumer trust, 
and higher levels of consumer trust will lead to more technology use. Few 
observers who should know better have challenged this assumption, and 
now many who influence policy simply assert it without question. 
However, there is little evidence to suggest that beyond some minimum 
baseline of consumer protection, stronger privacy regulations increase 
trust, adoption, or use. On the contrary, additional regulation restricts the 
supply of digital technologies by raising costs and reducing revenues for 
companies to invest in new products and services. In short, the 
conventional wisdom about the connection between regulation and trust 
is wrong. Policymakers should reject proposals purporting to increase trust 
through greater regulation of the digital economy if they come at the 
expense of innovation and consumer welfare.  

Most activities—from bicycling to mountain climbing—involve some level of risk. Often, 
the individuals engaged in these pursuits cannot control all of the risks themselves. This is 
where trust comes in. For example, bicyclists may trust that their helmets work properly, 
and mountain climbers may trust that their ropes will not break. In the context of 
technology, trust is the level of certainty an individual has in the risk, or lack thereof, 
involved in using a given technology based on their experiences and expectations. The 
likelihood that individuals will use a particular technology is a function of the value they 
perceive in using the technology and their level of trust. For example, most consumers 
generally trust the Internet—they believe it is safe and will not cause them harm—and they 
get substantial value out of going online, so they choose to use the technology.  

Data protection 
regulations are often 
falsely described as 
means to increase 
consumer trust, and 
therefore technology 
adoption and use. 
Policymakers should 
be wary of those 
making this claim 
without evidence. 
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Policies to increase trust can take different forms, from educational campaigns to teach the 
public about the safety of a new technology to regulations designed to prevent unsafe 
products from entering the market.1 By improving trust, policies may, under certain 
conditions, spur more demand for technologies. For example, strict aviation safety 
regulations combined with a strong overall track record have helped create an environment 
in which more people feel comfortable with air travel. But regulations to increase trust 
almost always come at a cost. For example, regulations could make vehicles even safer, but 
not without making them more expensive—thus leading to potentially less overall driving. 
The challenge for regulators is to find the optimum level between trust and cost. 

Many policymakers have called for policies to increase consumer trust in digital 
technologies and platforms, justifying increased regulation on the grounds that it will boost 
digital adoption. For example, in the United States, the Clinton, Bush, and Obama 
administrations each cited the importance of building trust in boosting adoption and use of 
the Internet, e-government applications, and the Internet of Things, respectively.2 The 
European Union has also invoked increasing trust as a justification for numerous data 
protection regulations, including its new General Data Protection Regulation (GDPR).3 
And most privacy advocates have justified their calls for stricter privacy laws on the grounds 
that they boost trust, which in turn boosts usage.  

If increasing trust were really the goal of most proponents of stronger privacy regulations, 
they would be advocating for other policy options that would improve trust and spur 
digital technology usage. But the focus of most privacy advocates is on creating rules 
regardless of the cost, and many have realized it is more persuasive to argue that restrictive 
privacy rules not only have no cost, but actually produce vast benefits because they bolster 
user trust, which ultimately leads more people to use the technology.  

However, as we show, the relationship between regulation and trust and between 
regulation and usage, is not linear—more regulation does not lead to more use. In fact, 
beyond a reasonable baseline of regulation—something the United States appears to 
have—most proposals to increase privacy rules do little to increase trust and use.  

Likewise, the relationship between privacy regulation and usage is also not linear: More 
regulation does not always lead to more innovation. Instead, the relationship appears to be 
best modeled as an inverted U: where too little regulation limits usage, but too much 
regulation raises the cost or reduces the relative quality of digital technologies, thereby 
negatively impacting the number of people who use them. Indeed, past a certain point, 
stronger data protection regulations usually have the unintended consequence of decreasing 
the supply of technology. For example, one reason there are relatively few high-quality, ad-
supported websites and apps for children is Congress has enacted strict privacy laws that 
limit the viability of these services.4 Thus, the net impact of strong privacy regulations for 
consumers is likely to be negative. 

This relationship suggests there is an optimal level of regulation—a Goldilocks level—that 
is neither too weak nor too strong. Aggressive regulatory policies, such as those deployed in 
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GDPR, will likely do little to nothing to increase trust, but will limit digital innovation and 
raise costs, thereby reducing use relative to more balanced rules. It is time, therefore, to end 
the spurious claims that more privacy regulation is pro-innovation and pro-consumer.  

CLAIMS THAT INCREASED TRUST IN THE INTERNET BOOSTS USAGE 
Policymakers around the world have argued that additional Internet regulation will increase 
trust and greater trust will encourage more people to use Internet applications. Rather than 
evidence, however, virtually all these claims are supported by false assumptions and  
wishful thinking. 

In the United States, this argument has been cited, without evidence, by administrations 
and federal agencies. The Clinton administration cited trust as an important factor in the 
use of the Internet in two of its reports: “A Framework for Global Electronic Commerce” 
and “Defending America’s Cyberspace.”5 The George W. Bush administration cited trust 
as a necessary component to get more citizens to use the administration’s e-government 
applications.6 The Obama administration cited trust as an essential component in many of 
its proposals. In support of its Consumer Privacy Bill of Rights in 2012, a White House 
report stated: 

Trust is essential to maintaining the social and economic benefits that networked 
technologies bring to the United States and the rest of the world… Privacy 
protections are critical to maintaining consumer trust in networked technologies.7 

Other Obama administration officials made similar assertions. For example, Lawrence 
Strickling, the administrator of the National Telecommunication Information 
Administration (NTIA), said “Preserving consumer trust is essential to the sustainability 
and continued growth of the Internet economy.”8 

Officials in the European Union have made similar claims to justify many EU data 
protection initiatives, such as GDPR and restrictions on cross-border data flows. For 
example, in 2017, Andrus Ansip, the vice president of the European Commission’s Digital 
Single Market wrote, “It's very simple: without clear rules on privacy in electronic 
communication services—or ePrivacy—there will be no trust. Without trust, people will 
not use digital services.”9 Similarly, Paul Timmers, the director of the Digital Society, 
Trust, and Cybersecurity at the Commission said trust is the “most important currency” of 
the digital age.10 In 2016, the European Commission claimed that new rules to promote 
customer trust through better protection and enforcement would boost e-commerce.11 
And, in 2018, the European Commission endorsed provisions for data flows and data 
protection in its trade agreements, which say “The protection of personal data and 
privacy… contribute to trust in the digital economy and to the development of trade.”12  

The international community has also bought into this conventional wisdom, which is 
reflected in how it approaches rules and resolutions for the global Internet. The 
Organisation for Economic Co-Operation and Development (OECD) released a report 
saying, “Trust is fundamental to the functioning of the digital economy; without it, 
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individuals, firms and governments won’t use digital technologies, and an important source 
of potential growth and social progress will be left unexploited.”13 The World Bank’s 
Digital Dividends report states, with no citations or other support, that, “Protecting 
personal data online is key for the data driven economy, since it will increase trust in the 
Internet, and greater trust will foster more use.”14 Similarly, in 2016, the United Nations 
Human Right Council passed a proposal to promote the protection of human rights on the 
Internet, in which it described “building confidence and trust in the Internet” as “an 
enabler for development and innovation.”15 

Not surprisingly, most consumer privacy advocacy organizations, including Trust in 
Digital Life and the Online Trust Alliance, have worked to propagate this claim and relied 
on it to justify calls for more stringent privacy and data regulations.16 For example, in 
testimony before the European Parliament in 2012, Electronic Privacy Information Center 
President Marc Rotenberg said, “Trust exists where data protection is established and 
enforced.”17 The Future of Privacy Forum has argued that a trust framework of privacy and 
cybersecurity rules is necessary to facilitate the adoption of various technologies, such as 
education technologies and drone technologies.18  

Many privacy groups understand that policymakers will be less likely to support stronger 
data protection rules if the rules harm the digital economy. These privacy advocates are 
offering policymakers the proverbial free lunch: The more regulations they create, the 
larger the economic benefits they will reap. Few policymakers can resist this siren song for 
strong regulations. As a result, privacy advocates and policymakers alike turn to this 
argument. For example, Ann Cavoukian, the former Information and Privacy 
Commissioner of Ontario, has argued, “privacy breeds innovation.”19 Similarly, the Center 
for Democracy and Technology has argued that stronger privacy protections are necessary 
to promote health information technology (IT) adoption, writing:  

Although some persist in positioning privacy as an obstacle to achieving the 
advances that greater use of health IT may bring, we argue that the opposite is 
true: enhanced privacy and security built into health IT systems will bolster the 
public trust and confidence that are critical to the rapid adoption of health IT and 
realization of its benefits.20  

HOW DO PRIVACY AND TRUST RELATE TO TECHNOLOGY ADOPTION AND USE? 
At some level, trust does play a role in digital technology adoption and use. Research 
suggests that trust is an important component of any relationship that involves social 
uncertainty or risk, playing a role in the adoption of a technology, establishment of a 
business relationship, or the use of a service.21 While the exact impact is hard to determine, 
numerous studies have shown levels of trust impact consumers’ adoption of various 
technologies, from e-commerce to autonomous vehicles.22 However, the research is at best 
ambiguous about the extent of the relationship between privacy and trust, and trust and 
actual use of a technology. What evidence that does exist is grounded in digital technology 
adoption and usage rates, academic studies, and public polling.  

This argument offers 
policymakers the 
proverbial free lunch: 
The more regulations 
they create, the more 
economic benefits 
they will reap. What 
policymaker can resist 
this siren song? 
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Many advocates and officials look to low Internet-application adoption and usage rates as 
an argument for regulation. For example, a 2017 OECD report argued the reason there is 
lower adoption and use of various digital technologies is consumers do not trust the 
technology.23 It rightly notes that e-commerce remains “below its potential,” as only 57 
percent of Internet users in OECD countries report buying goods online, while 90 percent 
of Internet users report using email, and 80 percent report using the Internet for obtaining 
information on goods and services.24 It also points to relatively low adoption rates of other 
digital technologies, such as e-government services, cloud computing, and radio frequency 
identification. However, the report then attributes these lower rates to a lack of trust in 
online services and growing concerns about risks associated with those services, which are a 
“serious barrier for the adoption of digital technologies.”25 The report cites consumer 
surveys that show users have increasing privacy and security concerns to back up this 
assertion, but it does not provide any evidence of whether these concerns actually affect 
levels of consumer trust or consumer adoption and use. Clearly there are a wide array of 
factors determining digital adoption and use, including levels of education and income, 
access to payment systems, maturity, and ease of use of the technology, as well as the value 
proposition. The report makes no attempt to control for these and other factors to justify 
its claim that the lower rates of adoption are a result of lower levels of trust.   

Many researchers have analyzed the relationship between trust and technology adoption or 
use, discovering many factors that affect individuals’ levels of trust in a technology and 
their intention to use it.26 Indeed, trust is a multidimensional construct. One of these 
factors that researchers have analyzed is perceived privacy and security, and several studies 
have confirmed that the perceived privacy and security of a service influences the perceived 
trustworthiness of that service.27 This effect is often pronounced in early studies of 
adoption of online services, which showed that perceived problems of privacy and security 
of the Internet had a negative effect on trust online.28 Indeed, it was not uncommon in the 
early days of e-commerce for individuals to avoid using it because they did not trust their 
credit card information to be secure. This may be the case, as Cho et al. suggests, because 
maturity plays a role in establishing trust for any technology.29 Indeed, privacy concerns 
about technologies do fade over time as the public interacts more with them and as 
technology developers make systems more secure.30  

Some research does suggest that implementing privacy protections can boost adoption of 
services that gather data, although the findings are mixed. For example, Culnan and 
Armstrong found that telling consumers about the use of fair information principles 
boosted the trust of users, increasing the willingness of those with privacy concerns to have 
their information used by an organization.31 Similarly, in 2002, Pavlou found that websites 
can improve trust in e-commerce by encrypting transactions, installing firewalls, using 
authentication mechanisms, and ensuring privacy seals and disclosures.32 However, more 
recent research suggests this is not always the case. In 2016, Ben-Shahar and Chilton 
analyzed how participants would behave based on the privacy policy of a dating app, where 
one policy explained the app would collect highly sensitive information, such as sexual 
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history, and sell that information to third-party advertisers. The authors found that consumers’ 
willingness to share this information was the same, regardless of what the privacy policy said 
and whether the participants had read it. 

Importantly, the body of trust research has several limitations that make it difficult to assess 
what factors play a role in increasing trust. First, across dozens of studies of consumer trust and 
technology adoption and use, there are numerous definitions of trust that are often 
contradictory and confusing.33 Some define trust as a positive value, in which users ascribe 
beneficial traits to a firm or technology, such as benevolence, credibility, ability, integrity, and 
honesty.34 Others describe it as a neutral action, attitude, or intention by the individual towards 
the technology. (As mentioned in the introduction, we define trust as the level of certainty an 
individual has in the risk, or lack thereof, of using a given technology based on their experiences 
and expectations.) Second, there is no widely accepted measurement of trust. In a 2011 analysis 
of over 171 papers published over a 48-year period, there were over 129 different measures of 
trust.35 Third, many studies focus narrowly on one actor in the relationship, not considering all 
parties involved, such as the consumer, the party to be trusted, the technology, and the broader 
environment.36 Fourth, few studies are empirical, and the ones that are have limited models 
that ignore important components in the trust relationship.37  

The third source of evidence that privacy advocates and government officials have often 
based their claims on is polling that reports decreasing levels of trust and perceived privacy 
for technologies and institutions in both the public and private sector. For example, in 
1998, the U.S. Department of Commerce cited a Business Week/Harris poll that found 
three-quarters of Internet users would use online services more if privacy were guaranteed.38  

Polling data that shows decreasing levels of trust and rising levels of perceived privacy and 
security concerns are often cited by advocates of more-restrictive regulation. For example, 
according to two Eurobarometer surveys, 43 percent of Europeans were worried that online 
banking would result in the misuse of personal data in 2015—up from 37 percent in 
2013.39 In a 2014 Gallup survey, few U.S. respondents trusted online businesses to keep 
personal information secure.40 Indeed, this survey showed that only 2 percent of Americans 
expressed trust in social networking websites, and only 6 percent trusted online retailers.41 
Despite their apparent reservations, 62 percent of U.S. adults reported using social media 
websites and 47 percent reported shopping online that same year.42 Similarly, in 2014, Pew 
Research found that only 26 percent of respondents were confident email providers were 
keeping their information safe, while 14 percent were confident in search engine providers, 
10 percent in social media providers, and only 6 percent in online advertisers.43 And 
following the Facebook privacy scandal involving Cambridge Analytica, a 2018 survey of 
U.S. adults by market research firm HarrisX found that the majority of Americans do not 
trust tech companies on data privacy.44 

However, there are many problems with the surveys and their interpretations. a number of 
these polls ask biased questions. For example, many attempted to confirm the preconceived 
notion held by the pollster or poll sponsor that people do not trust technologies because of 



PAGE 7 INFORMATION TECHNOLOGY & INNOVATION FOUNDATION   |   JULY 2018 
 

their lack of security or privacy protections (See Box 1).45 Indeed, it is common for such 
survey questions to “lead the witness,” presuppose an answer to a question, or fail to reflect 
the reality of how services work or companies share data. For example, a 2010 Gallup 
survey of 1,019 U.S. adults asked respondents whether “invasion of privacy” was worth it 
to “allow people free access to websites.”46 Based on this framing, which assumed peoples’ 
privacy was being “invaded,” it is not surprising only 35 percent answered affirmatively.  

BOX 1: EXPLORING HOW PUBLIC SURVEYS CAN GET PRIVACY WRONG 

A 2016 Pew Research survey set up six hypothetical scenarios about different 
technologies—including office surveillance cameras, health data, retail loyalty cards, 
auto insurance, social media, and smart thermostats—and asked respondents 
whether the tradeoff they were offered for sharing their personal information was 
acceptable.47 For example, see the following question on Pew’s survey regarding 
smart home devices: 

“A new technology company has created an inexpensive thermostat sensor for 
your house that would learn about your temperature zone and movements 
around the house and potentially save you on your energy bill. It is 
programmable remotely in return for sharing data about some of the basic 
activities that take place in your house like when people are there and when they 
move from room to room.”48 

In this question, the consumer benefit (i.e., saving money) is only described as 
being “potential,” while the alleged loss of privacy (i.e., the company knowing which 
room a person is sleeping in) is definite. Nor does the scenario mention that one 
reason for data collection is to help all customers cut energy use, and thereby 
reduce pollution. In this scenario, there is very little incentive for a user to 
participate.49 Moreover, the tradeoff set up in the question does not reflect the 
reality of how smart thermostat companies actually share data. Based on Pew’s 
description, many respondents might believe they are required to share information 
about when they are home or what they are doing inside their home. However, all the 
major smart thermostat companies—Nest, Honeywell, and Ecobee—have strict 
privacy policies for how they use and share consumer data to protect it from misuse, 
including using it only for de-identified, macro-level analytics.50 

A more appropriate question would be: 

A company has created an inexpensive thermostat sensor for your home that 
would measure your temperature zone, in addition to your family’s movements 
around the house, and help you use less energy—thereby saving you money and 
helping cut pollution and emissions that cause global warming. It is 
programmable remotely in return for collecting data about some of the basic 
activities that take place in your house, such as when people are there and when 
they move from room to room. The device uses this anonymized data to help you 
compare your energy use to other similar homes. 

These academic studies and public surveys usually fail to uncover consumers’ actual 
preferences because they do not ask respondents to confront the cost consequences of their 
choices. As a result, while people say privacy is an important factor in their decision-
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making, in practice, this is largely not the case. This phenomenon, demonstrated in a 
number of studies, is often called the “Privacy Paradox,” wherein consumers confronted by 
a privacy concern choose to share their data when data protections are seen as too costly or 
ineffective.51 This phenomenon has been demonstrated in many studies. Acquisti and 
Grossklags showed through survey evidence that consumers possess disparate privacy tastes, 
and even with sufficient evidence to make privacy-sensitive decisions, often choose to make 
long-term privacy tradeoffs for short-term benefits.52 For example, Preibusch et al. surveyed 
German participants buying DVDs from two online stores—one with a privacy-invasive 
questionnaire and one without—and found that even when the prices were the same, 
neither store sold more DVDs than the other.53 But when offered a very modest discount 
in exchange for completing the questionnaire, the majority of participants chose to buy 
from the cheaper, privacy-invasive firm.54 In this study, most individuals found the 
perceived value of the exchange to be higher than the perceived risk. Similarly, Happ et al. 
conducted a study that revealed that over a third of respondents would readily give up their 
personal passwords for work or school accounts for a bar of chocolate, despite the risks of 
doing so.55 Moreover, Athey et al. found that consumers, despite having privacy concerns 
with sharing contact information, were willing to give up their friends’ contact information 
in exchange for merely a small incentive: pizza.56  

Thus, whenever respondents are asked via surveys to confront these choices, answers better 
reflect actual preferences. In a survey from 2014, 55 percent of U.S. participants responded 
“agree” or “strongly agree” with the statement, “I am willing to share some information 
about myself with companies in order to use online services for free.”57 Similarly, a 
Eurobarometer survey found that, while just over half of individuals were concerned about 
privacy, 71 percent said that sharing information was “increasingly part of modern life” 
and that they accept the tradeoff between information sharing and free or higher-quality 
digital services.58  

Furthermore, privacy preferences vary significantly between individuals and are contingent 
on cultural norms and standards that may change over time. Alan Westin, the late 
professor of Public Law and Government Emeritus at Columbia University, performed 
several foundational surveys that helped form an understanding of the American public’s 
attitude toward privacy.59 In his research, he found three general groups of people with 
different stances toward privacy values. The first group represented a small fraction of 
people called “privacy fundamentalists,” who place such a high premium on their privacy 
that they are almost always unwilling to share their information under any condition. This 
group represents about 20 to 25 percent of the population.60 The second group was called 
the “privacy unconcerned”—which represents about 20 percent of the United States—has 
little concern for privacy.61 The final group, called the “privacy pragmatists,” was the 
largest, with roughly 55 to 65 percent of the population.62 Westin explains, the 
“[p]ragmatists favor voluntary standards over legislation and government enforcement,” 
and are willing to make trade-offs around sharing their data, especially if expanded use of 

Academic studies and 
polling surveys usually 
fail to uncover 
consumers’ actual 
preferences because 
they do not ask 
respondents to 
confront the cost 
consequences of  
their choices. 
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the data is beneficial to society.63 Most consumers are willing to trade their data in 
exchange for direct or indirect benefits to themselves or society at large.  

Trust and privacy are complicated topics, and the evidence does not suggest increasing 
privacy protections will necessarily increase trust. �e question remains: What is the 
relationship between data protection regulations and increasing trust? 

HOW REGULATIONS AFFECT CONSUMER TRUST AND ADOPTION 
Privacy researcher Helen Nissenbaum wrote that consumers care about trust online because 
it “brings about valued ends.”64 Indeed, as we have shown, many policymakers, 
international organizations, and consumer privacy advocates argue that increased regulation 
over the digital economy leads to more trust, more trust leads to more willingness for 
consumers to use technology, and, therefore, more regulation will increase digital 
technology usage. In this framing, the relationships between trust and regulation—as well 
as regulation and technology adoption and usage—are linear: More regulation leads to 
more trust, and more trust means more adoption and use. �erefore, stricter privacy 
regulations will boost adoption and use—regardless of the baseline levels of regulation that 
already exist. However, as discussed below, there is little evidence to suggest the 
relationship between these factors is linear.  

To continue the analogy from above, mandating that bicycle helmets be able to withstand a 
three-meter fall onto an anvil—the current standard is two meters—would be unlikely to 
increase trust in cycling because the existing standard already protects against most 
common accidents.65 Indeed, there is likely some level of regulation beyond which further 
protection has little effect on trust. �erefore, the relationship between regulation and trust  
is a stepwise function: No regulation means very little trust, and some reasonable baseline 
level of regulation increases trust, but trust does not measurably increase beyond that 
baseline level (see figure 1). In other words, with no regulations, helmet manufacturers may 
make helmets that crumble from only the slightest of impacts, which would lead to little to 
no trust in the product. Yet increasing the standard from a two-meter to a three-meter 
anvil fall has little effect on trust. 

Figure 1: Linear versus stepwise relationship for trust and regulation. 
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But how does regulation affect actual technology adoption and use? If bicycle helmets have 
no safety standards and thus offer little to no protection, individuals may not use them or 
may choose to not ride bicycles altogether. However, simply increasing the regulation to 
their highest level would have diminishing returns for their adoption and use. �is is 
because cost plays a more significant role than many advocates and policymakers may 
realize or want to admit. If creating helmets with a three-meter standard is significantly 
more expensive than for a two-meter standard, many riders may not be able to afford the 
new helmets and as a result some may not ride bicycles. �erefore,  rather than describe the 
relationship between regulation and digital technology adoption and usage as linear, it is 
best described as an inverted U-curve (figure 2).  

Figure 2: Linear versus inverted-U relationship between regulation and technology adoption 
and use. 

�is brings us to digital regulation. �e core questions are whether the relationship 
between digital regulation and trust is linear or stepwise, and whether the same is true for 
digital regulation and consumers’ willingness to use a certain technology. In other words, 
will strong data protection legislation lead to even more trust among Internet users than a 
light-touch regulatory regime, and will that trust translate into increased adoption and 
usage or will it be the equivalent of the three-meter helmet standard, wherein a baseline 
level of trust is enough.  

To analyze these relationships, we compared consumer trust and technology adoption and 
usage data from consumer surveys across a range of countries with varying levels of 
regulation. Our goal was to answer three questions: To what extent does regulation have an 
impact on consumer trust of the Internet? To what extent does regulation have an impact 
on consumers’ willingness to adopt the Internet? And to what extent does regulation have 
an impact on actual usage rates of Internet applications?  

As previously mentioned, academic studies have found a relationship between trust and the 
willingness to adopt a technology: Greater levels of trust in a product or service mean 
people are more likely to use it. However, we were not able to find a study that analyzes 
this effect in depth; whether this relationship is linear, stepwise, an inverted-U, or 

Adoption
and Use

Adoption
and Use

Conventional
Wisdom

Regulation Regulation

Reality



PAGE 11 INFORMATION TECHNOLOGY & INNOVATION FOUNDATION   |   JULY 2018 

something else entirely; or how these effects differ across cultures. It is likely that trust does 
have some positive net effect on consumers’ willingness to adopt and use a technology, but 
we do not know the true extent of that effect. 

Does Digital Regulation Increase Trust? 
We first analyzed whether stronger digital regulations lead to increased consumer trust by 
comparing levels of trust across several different countries whose strengths of both data 
protection and enforcement varied. If the relationship is linear, then countries with the 
strictest protection regimes would also have the highest levels of trust among their citizens. 

We compared levels of trust from consumer surveys across 21 countries with different levels 
of data protection regulations.66 For levels of trust, we used survey data from the Centre for 
International Governance Innovation (CIGI), a nonpartisan think tank, and Ipsos, an 
independent market research company, which conducted four surveys on behalf of the 
United Nations Conference on Trade and Development in 2014, 2016, 2017, and 2018 
on roughly 24,000 Internet users each year from 24 different countries.67 �e survey 
questions they asked varied year to year, but focused heavily on privacy concerns and trust. 
In both the 2017 and 2018 surveys, CIGI asked respondents to what extent they trusted 
the Internet.68 

For levels of data protection regulation, we used ratings made by DLA Piper, a global law 
firm with expertise in privacy regulations.69 �e firm ranks the strength of data protection 
regulations in each country as robust, heavy, moderate, or limited (Appendix 1): DLA 
Piper finds that countries like China and Japan have robust data protection regulations and 
enforcement; Australia, much of Europe, the United States, and a few others have heavy 
data protection regulations and enforcement; countries like Mexico, Nigeria, and South 
Africa have moderate data protection regulations; and India, Indonesia, and Pakistan have 
only limited data protection regulations.  

Figure 3: Levels of trust in the Internet by country and level of regulation. 

It is striking that for 
all the efforts the 
European Commission 
and individual EU 
nations put into 
digital regulation that 
trust levels are largely 
the same as in the 
United States,  
a country with  
fewer strict digital 
regulations. 
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If the trust-regulation relationship were linear, countries with stronger privacy protections 
would have lower levels of privacy concerns and higher levels of trust. However, strong 
privacy regulations do not have a positive relationship with trust in Internet businesses and 
digital services. In the 2018 survey, the level of trust in the Internet was relatively flat across 
most countries with moderate to heavy regulations (figure 3).70 In fact, among many of the 
countries with heavy levels of regulation, the group of individuals who either said they 
strongly agreed or somewhat agreed that they had trust in the Internet was similar. For 
example, heavy regulatory countries like United Kingdom (71 percent of respondents), 
France (68 percent), and the United States (68 percent) had similar levels of trust to 
moderately regulated countries like Nigeria and South Africa (70 percent of respondents 
each). Of course, even within each of these categories, countries and regions differ in their 
approaches to data protection, such as the European Union and the United States. 
However, it is still striking that for all the efforts the European Commission and individual 
EU nations have put into data protection regulation, trust levels are largely the same as in 
the United States. 

Interestingly, the countries with limited levels of digital regulation showed higher levels of 
trust than their more regulated counterparts. For example, 90 percent of respondents in 
India and 87 percent of respondents in Pakistan trusted or somewhat trusted the Internet. 
In addition, countries with the most robust data protections showed mixed results, with 
China showing the highest levels of trust (91 percent of respondents) and Japan showing 
the lowest (57 percent). Given this odd result, we decided to investigate the relationship 
further by performing a correlation analysis between trust, regulation, and GDP per capita 
(Appendix B). We found a strong positive relationship between poor countries and high 
levels of trust, while more wealthy countries tended to have more regulations and lower 
levels of trust. For example, China and Japan—countries with robust levels of data 
protection—have significantly different levels of trust based on their GDP per capita, with 
the poorer China having the highest levels of trust in the Internet and the richer Japan 
having the lowest. Therefore, it is likely that Internet trust concerns are primarily a “rich 
man’s disease” that affects wealthier nations. 

Unfortunately, because CIGI only asked about trust in two surveys, we were unable to 
track trust over time across different countries—particularly in instances before and after a 
country increased the strength of its digital regulations. However, we can look at trust over 
time in the European Union, which has some of the strongest data protection 
regulations—especially after the implementation of GDPR. The biannual Eurobarometer 
survey, which interviews 100 individuals from each EU country on a variety of topics, has 
been tracking European trust in the Internet since 2009 (see figure 4).71 Interestingly, 
European trust in the Internet remained flat from 2009 through 2017, despite the 
European Union strengthening its ePrivacy regulations in 2009 (implementation of which 
occurred over the subsequent few years) and significantly changing its privacy rules, such as 
the court decision that established the right to be forgotten in 2014.72 Similarly, European 
trust in social networks, which the Eurobarometer started measuring in 2014, has also 
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remained flat, albeit low. It will be interesting to review these results from 2018 and 2019 
to see whether the implementation of GDPR affects trust levels. 

Figure 4: Eurobarometer results for percentage of individuals that place trust in the Internet, 
2009 to 2017. 

The evidence suggests strong data protection regulations have little to no positive effect on 
trust when compared with other countries with moderate or limited levels of digital 
regulation. This is perhaps because people interpret heavy regulations as signs the 
government is telling its citizens the technology cannot be trusted. This is clearly the 
message that European Commission and EU national privacy regulators have been sending 
to EU citizens: Cyberspace is so fraught with risks and dangers that only incredibly 
restrictive regulation can provide protection from serious harm. It is no wonder European 
consumers do not appear to have more trust in the Internet than citizens in other nations 
with less-strict privacy regulations.  

While we estimate the relationship between digital regulation and trust is stepwise (see 
bicycle helmet discussion above), there is not enough data or evidence at this time to 
conclusively make that determination.  

Does Digital Regulation Increase Willingness to Adopt Internet Applications? 
Much of the evidence that advocates and policymakers cite when arguing for stricter digital 
regulations is based on surveys that focus on privacy and security concerns across a variety 
of different Internet applications, such as e-commerce, social media, and online banking. 
But the question remains: Does digital regulation actually improve individuals’ willingness 
to adopt (rather than simply use) Internet applications? Indeed, there are very few surveys 
that ask non-users why they are not adopting technology. This lack of evidence makes it 
difficult to determine whether trust or privacy concerns actually translate into a lower 
willingness to adopt. 
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Several surveys have asked about whether a lack of trust is a barrier for consumers to get 
Internet access. From 2008 to 2017, Eurostat asked European households that did not 
have Internet access why this was the case.73 The survey found that the share of overall 
European households that cited privacy or security concerns as the reason they did not have 
Internet access declined, decreasing from just 2 percent in 2008 to 1 percent in 2017 (see 
figure 5).74 Individual countries also saw decreases in the total percentage of households 
that cited privacy and security concerns as their reason for not having Internet access. For 
example, both France and Germany saw a 3-percentage point decrease from 2008 to 
2017.75 These concerns trend downward over time, even as the population of people 
without Internet access decreases. It is unlikely that making regulations stricter, such as 
through the passage of the GDPR, would cause this small group of individuals—likely 
privacy fundamentalists—to change their minds and get Internet access.  

Figure 5: Percentage of total EU and US households that cite privacy and security concerns 
as the reason they do not have Internet, 2008 to 2017.76 

In the United States, the percentage of households that do not go online because of privacy 
or security concerns is even lower. National Telecommunications and Information 
Administration (NTIA) surveys found that the proportion of households that say privacy 
and security concerns are their main barrier to adopting the Internet at home has been less 
than 0.5 percent for the past decade—it was 0.1 percent in 2009 and 0.4 percent in 2017. 
During this period, Internet adoption at home grew from roughly 60 percent to 72 percent 
of households.77 Indeed, U.S consumers consistently cite privacy and security concerns as one 
of the least important reasons they have not adopted Internet access at home (figure 6). 
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Figure 6: Reasons cited by US households for choosing not to have Internet access at home 
2009 to 2017.78 

Overall, survey evidence does not suggest increased regulation leads to a greater willingness 
to adopt, as countries with higher regulatory strength, such as Germany and France, also 
have higher percentages of people who claim to avoid using such technologies due to 
privacy or security concerns. If data protection regulations had a linear relationship with 
Internet adoption, European respondents would likely have lower levels of privacy or 
security concerns than their U.S. counterparts due to having stricter privacy laws. However, 
most European and U.S. respondents without Internet access who do not subscribe for 
other reasons, such as a lack of perceived need, insufficient skills, or cost concerns.79 

BOX 2: PRIVACY AND TRUST CONCERNS ARE PUSHING CONSUMERS TO 
CHANGE THEIR BEHAVIOR 
While few people consider security and privacy concerns a large-enough barrier to 
prevent them from adopting technologies altogether, surveys do find consumers that 
are already using an Internet application are changing their behavior to mitigate 
perceived trust and privacy concerns. The 2018 CIGI survey found that many 
respondents had made behavior changes in the previous year.80 But most of these 
behavioral changes appear to be related to concerns about security, rather  
than privacy.  

Global respondents to the survey described several of these changes: 

 43 percent avoided opening emails

 36 percent avoided certain Internet websites

 30 percent avoided certain web applications

 28 percent reduced the amount of personal information they share online

 12 percent made fewer online purchases

 10 percent closed their social media accounts

 7 percent used the Internet less often
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Does Digital Regulation Increase People’s Use of Internet Applications? 
To better ascertain the relationship between regulation and Internet usage, we analyzed the 
usage rates of the United States and Europe around the introduction of a new privacy law 
to see whether the implementation of strong data protection rules spurred more people to 
use the technology. We primarily looked at usage rates for three different technology 
applications: Using the Internet (generally), using social media, and shopping online. We 
used data from the Pew Research Center and NTIA for U.S. usage rates, and data from 
Eurostat and the International Telecommunications Union (ITU) for European rates.81 
Because data was not available for earlier implementations of European data-privacy 
initiatives (specifically data protection regulations established in 1995 and 2002), we opted 
to focus on a modification to the Directive on Privacy and Electronic Communications, 
also known as the ePrivacy Directive, which was updated in 2009.82 This regulation, often 
called the “Cookie Law,” required all 28 EU member states to pass laws requiring users to 
give informed consent before Internet content providers could use browser cookies that 
collect, store, or process consumer data.  

We compared the Internet usage rates between 2009 and 2012 of Europe to those of the 
United States, which did not adopt any new privacy rules for Internet services during that 
time. The data does not suggest that creating stronger EU privacy laws impacted Internet 
usage rates in relation to the baseline level of protections in the United States. The 
percentage of U.S. adults using the Internet increased from 76 percent in 2009 to 83 
percent in 2012, a 7-percentage point change.83 The rate of EU individuals using the 
Internet between the ages of 16 and 74 increased just 8-percentage points during the same 
period, from 67 percent to 75 percent.84 Moreover, countries throughout Europe have 
implemented the law in varying ways and at different times. For example, Estonia and Italy 
implemented the law with two separate consent regimes.85 Because the implementations of 
this law varied significantly between each European country, we selected two large 
European countries with varying implementations for closer analysis: France and the 
United Kingdom. France fully enacted the Cookie Law in November 2011, while the 
United Kingdom partially enacted the law in May 2011.86  

Given that each country implemented the law in a different way, there is no evidence the 
law affected usage rates. When we compared the United States to France and the United 
Kingdom using data from the ITU, we found that the United States had a greater increase 
in the percentage of individuals using the Internet from 2011 to 2012. Indeed, the United 
States saw a 4-percentage point increase while France and the United Kingdom saw a 4-
percentage point and a 2-percentage point increase, respectively.87 Data from Eurostat and 
the Pew Research Center showed the same trend: The United States had a higher 
percentage increase of Internet users across similar groups from 2011 to 2012 compared 
with the European Union as a whole, and to France and the United Kingdom  
individually (Table 1).88  
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Table 1: Percentage of adult population that uses the Internet in the US, EU,   France and UK 
from 2009 to 2017 (Pew Research and Eurostat).89 

Year France United Kingdom

2009 76 67 73 84 

2010 76 71 77 85 

2011 79 73 80 87 

2012 83 75 83 89 

2013 84 77 84 91 

2014 84 80 86 92 

2015 86 81 87 93 

2016 88 84 88 95 

2017 -- 85 88 95 

We also analyzed social media usage in Europe compared with the United States after the 
adoption of the Cookie Law. Data was only available from Eurostat from 2011 through 
2017, so we could only observe this relationship after the law took effect.90 There is again 
no evidence the law affected usage rates. �e passage of the Cookie Law does not appear to 
have affected usage rates in the European Union and its member states when compared to 
the United States. After the law took effect in Europe, usage rates still lagged behind those 
of the United States for both France and the European Union as a whole. Indeed, between 
2011 and 2016, France saw a 4-percentage point increase in usage and the European 
Union saw a 14-percentage point increase in usage, while the United States earned a 19-
percentage point increase (Table 2).91 Only the United Kingdom passed the United States’ 
social media usage rates in 2017.92 If U.S. privacy regulations are supposed to be lacking in 
strength compared to the robust EU data protections, and trust is key to improving usage, 
why are more Americans using social media than Europeans?   

Table 2: Percentage of adult population that use the Internet for social media in the US, EU, 
France and UK from 2011 to 2017 (Pew Research and Eurostat).93 

Year 

2011 50 38 36 50 

2012 53 -- -- -- 

2013 60 43 38 58 

2014 62 46 39 60 

2015 65 50 38 60 

2016 69 52 40 69 

2017 -- 54 43 71 
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Finally, we analyzed the percentage of U.S. and EU respondents that made online 
purchases following the adoption of the Cookie Law. For this analysis, we gathered U.S. 
usage data from NTIA for 2011, 2013, and 2015; and EU data from Eurostat for 2009 to 
2017.94 There is no evidence that implementation of the law positively affected usage rates 
for e-commerce. The passage of the cookie law does not appear to have affected adoption 
rates in the European Union and its member states when compared to the United States. 
Indeed, we again see rates for the European Union and France lag behind those of the 
United States, which lag behind those of the United Kingdom. Between 2011 and 2017, 
France saw a 14-percentage point increase in e-commerce usage and the European Union 
saw a 15-percentage point increase in usage, while the United States enjoyed a 17-
percentage point increase (See Table 3).95 During this time, the United Kingdom saw only 
an 11-percentage point increase in e-commerce usage—although this rate was much higher 
at 82 percent of adults.  

Table 3: Percentage of adult population that used the Internet to make a purchase in the US, 
EU, France and UK from 2009 to 2017 (NTIA and Eurostat).96 

Year United States European Union France United Kingdom 

2009 -- 36 44 66 

2010 -- 40 54 67 

2011 52 42 53 71 

2012 -- 44 57 73 

2013 53 47 59 77 

2014 -- 50 62 79 

2015 67 53 65 81 

2016 -- 55 66 83 

2017 69 57 67 82 

However, there are several caveats for these results. First, the Eurostat data does not 
account for individuals 74 or older (while the U.S. surveys do), even though they use 
technologies at a lower rate.97 This may have artificially raised the EU usage rates. 
Moreover, usage rates tend to slow in growth as they get higher, and the United States 
started at higher percentages for most of these technologies. For example, as shown in 
Table 1, the United States had 76 percent of U.S. adults using the Internet in 2009 
compared with 67 percent in the European Union.  

In short, the data shows no evidence of a linear relationship between regulation and usage. 
It is more likely that overly strict regulations negatively affect usage by unnecessarily 
restricting how companies spend their resources in innovation, and thus reduce the supply 
of technology available for individuals to use.  
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THE EFFECTS OF DATA PROTECTION REGULATIONS ON INNOVATION 
Even if strengthening data privacy rules beyond some baseline level does not increase trust, 
what would be wrong with enacting additional rules, given many privacy advocates assert 
privacy is a fundamental human right? In other words, returning to the prior analogy of 
bicycle helmet safety, if a three-meter fall standard would provide even a modicum of 
greater safety than the current two-meter standard, why not simply mandate the higher 
standard? The answer is the same for all regulatory decisions: to balance cost with benefits. 
A three-meter standard would increase the costs of helmets, thereby reducing consumer 
welfare by depriving them of money that could be spent on other things, and perhaps even 
hurt safety, as some consumers would forgo the purchase of these more expensive helmets 
and ride without one altogether. Moreover, some people who might otherwise have ridden 
a bicycle with a modestly priced helmet would choose not to ride at all if they had to pay 
more for a helmet.  

Stringent data protection regulations are the digital equivalent of the three-meter helmet 
standard. Adding more rules raises compliance costs and reduces revenues for companies 
that provide online services. And higher costs with lower revenues reduces the investments 
companies can make to improve their online services. In addition, companies may try to 
compensate by raising costs for consumers, such as by switching from providing free 
services to charging for them. In short, additional regulation hurts consumer welfare, 
makes it more difficult for online companies—including start-ups—to monetize user 
engagement, and stunts the growth of digital adoption and usage. 

Many studies have looked at the effects of data protection regulations on innovation. In 
this report, we highlight five factors affecting data protection regulations that can adversely 
impact innovation: high compliance costs, threat of high legal fees, reduced viability of free 
business models, increased uncertainty, and reduced access to data for innovation. 
Importantly, these factors do not just affect companies, but leave consumers worse off. 

Raising Compliance Costs 
Strict data protection regulations are not free. Companies must devote resources to 
compliance, which reduces the amount of money that can be invested in innovation. For 
example, a 2016 study found that GDPR requirements for public authorities and 
companies to process personal data could lead to an additional 75,000 jobs for privacy 
professionals—none of whom work for free.98 These hires redirect funds from innovating 
on products to complying with regulations. Similarly, a 2013 report on Europe’s proposed 
regulations for the “right to be forgotten”—the ability for individuals to request that search 
engines remove links from queries associated with their names if those results are irrelevant, 
inappropriate, or outdated—estimated these rules, which were eventually implemented, 
could cause a decrease of European GDP by between 1.5 and 3.9 percent, and a welfare 
loss of $4,566 (€ 3,812) per household.99 Furthermore ,a 2014 report from ITIF found the 
European Union’s ePrivacy Directive to regulate browser cookies cost European businesses 
an estimated $2.3 billion dollars annually.100 Many privacy advocates simply wish away 
these costs by assuming they will all be borne out of reduced profits—as if that alone made 
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these higher costs acceptable. But some of these costs will also be passed on to customers 
and, to a lesser extent, suppliers, depending on the elasticity of each market. As previously 
discussed, there is little evidence consumers value additional privacy enough to pay for it.  

Moreover, to pursue data protection, some countries have contemplated or created forced 
data localization rules on companies. While these laws are often designed to either force 
foreign companies to invest locally, or to protect domestic firms from competition, they 
come with significant costs.101 A report from Leviathan Security estimates that such 
restrictions would force local companies to pay 30 to 60 percent more for their computing 
needs than if they could go outside the country's borders.102 For example, the study 
estimates that if Brazil were to enact data localization as part of its “Internet Bill of Rights,” 
local companies would have to pay an average of 54 percent more than the lowest 
worldwide price to use cloud services.103 

Increasing Legal Risks 
Increased legal risk and the threat of large fines for companies can leave consumers worse 
off. If regulatory agencies levy massive fines for actions that are unintentional or caused 
little to no harm, companies devote fewer resources to releasing safe, useful products and 
services for consumers, and more on legal fees and internal audits that ultimately slow 
down the pace of innovation. As a result, lawyers will trump computer scientists and 
engineers. For example, a 2017 Center for Data Innovation report argues that by both 
indirectly limiting how personal data gets used by firms and raising the legal risks of 
companies developing and using artificial intelligence (AI), the GDPR will have a negative 
impact on the development and use of AI in Europe.104 Not only will these rules create a 
competitive disadvantage for European AI firms, it will undoubtedly restrict the available 
supply of products and services that use AI for European citizens. 

Reducing the Effectiveness of Online Advertising  
Targeted advertising is beneficial to consumers and businesses alike, allowing firms to be 
more efficient with their resources and time while increasing the probability of making a 
sale—all while reducing the number of advertisements necessary to achieve that sale.105 
Consumers benefit by gaining more utility from relevant ads, such as by learning about 
products that are similar to past purchases offered at prices they can afford.106 And overall 
economic welfare increases as companies become more efficient. As such, any data privacy 
rules that unduly limit targeted advertising would reduce both producer and  
consumer welfare.107  

Data protection regulations can reduce the effectiveness of targeted advertisements, 
resulting in less revenue for websites, especially those offering free services. It is all too easy 
to forget that the vast array of online services available on the Internet—all sorts of apps, 
social networks, search engines, encyclopedias, rating systems, and much more—are free. 
In 2010, McKinsey Institute and IAB Europe estimated that the consumer surplus from 
ad-supported Internet sites (after discounting the “costs” of privacy and ads) was $44 
billion per year in the United States and $95 billion per year in Europe.108 (Consumer 
surplus is the difference between what consumers are willing to pay for a product or service 
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and what they actually pay). In 2011, Brynjolfsson and Oh estimated the surplus to be 
even larger: $564 billion.109 Restrictive privacy laws like the GDPR will reduce the value of 
this surplus significantly.  

Moreover, strict privacy regulations reduce the revenue digital companies can earn from 
online ads, thereby reducing the overall growth of the digital ecosystem. If digital ad 
revenue grew at the same rate in Europe as in the United States, then an additional 11.7 
billion euros would have flowed into the EU digital ecosystem between 2012 and 2017.110 
For example, regulations that shift online services from an “opt-out” privacy system, in 
which consumers can choose to not have their data used by a company, to an “opt in” 
privacy system, in which companies can only use data after obtaining affirmative consent 
from users, will adversely affect advertising-based business models.111 Perhaps the definitive 
study on this is from academics Ari Goldfarb and Catherine Tucker, who in 2010 found 
that the European Union’s ePrivacy Directive limited how advertisers could collect and use 
information about consumers for targeted advertising, which negatively impacted the 
efficacy of online advertising.112 The authors found that after the affirmative consent policy 
went into effect, the result was an average reduction in the effectiveness of the online ads by 
approximately 65 percent. This reduction occurred because websites had insufficient 
information about their users to make the ads relevant. Thus, click-through rates fell, 
reducing the amount advertisers would be willing to pay. The authors noted that if 
advertisers decreased their spending on online advertising based on this reduction in 
effectiveness, “revenue for online display advertising could fall by more than half from $8 
billion to $2.8 billion.” Therefore, this regulation reduced the available funding for online 
companies, limiting the capacity of existing companies to invest in innovation, and 
reducing the incentive for new companies to enter the market. Consumers lose in  
both cases. 

Reducing the effectiveness of advertising may result in some companies, particularly those 
with thin margins, switching to a fee-for-service or subscription business model, wherein 
customers would have to pay for services that used to be free.113 While this change would 
mean slightly lower living standards for everyone who switches, many low- and middle-
income individuals would simply lose access to beneficial services they could no longer 
afford. Moreover, because a subscription-based model would result in reduced revenues, it 
would also likely decrease the quality, breadth, and variety of content. The simple fact that 
many online services, such as search engines and social media websites, choose an ad-
financed model suggests this form of revenue is more effective than subscription models at 
enabling them to earn enough revenue to continue innovating. Without this revenue 
source, many companies would have fewer resources to pay for high-quality content  
and services. 

Increasing Market Uncertainty 
Milberg et al. show that one of the largest drivers of data protection is policymakers’ desire 
to address their citizens’ “uncertainty avoidance” by reducing their fears (or perceived risks) 
of privacy violations.114 Indeed, as we show above, the major argument policymakers make 
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for rules like GDPR is to increase consumer trust. However, Fuller argues data protection 
legislation, while potentially reducing this uncertainty for Internet users, significantly 
increases uncertainty for businesses.115 Data protection laws can be vague and typically cede 
interpretation to privacy-enforcement authorities and judges, creating an environment in 
which entrepreneurs often do not know exactly how laws apply to their activities.116 This 
ambiguity creates disincentives for innovation around new technologies and discourages 
market entry.  

Because of differing levels of uncertainty, businesses in the United States have an easier 
time finding funding than their European counterparts. For example, Europe’s ePrivacy 
Directive, which went into effect in 2002, led to a reduction in venture capital investment 
in European online advertising companies of around $249 million over the subsequent 
nine years.117 Moreover, Lambrecht found that the European ePrivacy Directive led to a 58 
to 75 percent decrease in venture capital investment in online news, online advertising, and 
cloud computing.118 This lack of investment is one important reason why Europe has 
relatively fewer Internet start-ups than the United States. 

Reducing Access to Data 
Finally, stringent data protection laws can result in less access to data or constrain how it 
can be used—both of which limits innovation. One way that regulations do this is through 
“purpose specification” rules, which prohibit the reuse of data for purposes not compatible 
for with those for which it was first collected. For example, purpose specification in the 
GDPR will prevent companies from experimenting with new uses for existing data.119 
Similarly, the U.S. Federal Trade Commission released a report promoting purpose 
specification as it relates to the Internet of Things.120 Moreover, some data regulations call 
for data retention limitations, wherein a company deletes valuable data to avoid 
hypothetical future harms that could arise from storing or using data for an extended 
period of time. While data retention policies are well-intentioned, many companies need 
access to historical data for new and interesting purposes that ultimately benefit the 
consumer. For example, Pinterest often uses historical data to both understand large-scale 
trends in their service and develop new product ideas.121  

Similarly, restricting how companies can use information may prevent them from adopting 
new and beneficial technologies altogether. For example, Miller and Tucker reviewed state 
laws designed to promote increased privacy protection of hospital medical information in 
2009, finding that the creation of these laws led to a reduction in the adoption of electronic 
health records (EHRs) because those laws prevented hospitals from easily exchanging 
patient information.122 Indeed, EHRs can help reduce the costs of healthcare 
substantially.123 

Policymakers Should Strive for a “Goldilocks Level” of Data Regulation 
Given these negative effects, if one of the goals of data protection rules is to increase 
consumer adoption of online services, creating rules that are restrictive and difficult to 
comply with is not the best solution. While baseline protections may have a modest effect 



PAGE 23 INFORMATION TECHNOLOGY & INNOVATION FOUNDATION   |   JULY 2018 

in increasing the trust people place in digital technologies, strong data protections depress 
the private sector’s ability to release new products and services, and reduces the breadth of 
free, ad-supported services. �is reduction in supply of innovative products and services 
would deprive consumers of the rapidly developing services and technologies that 
characterize the Internet age.  

Our analysis shows that the relationship between regulation and the adoption and use of 
online services is best described as an inverted U-curve (figure 7). In this diagram, 
regulation can be either government regulation or self-regulation by industry.124 In the first 
stage, which we call the “Unruly Rise,” light regulation can increase user adoption and use 
of Internet applications, although consumers may have low levels of trust because 
regulations do not add a sufficient baseline of protections. In the second state, the 
“Innovation Zone,” a reasonable baseline of protections promotes both trust and 
innovation, thereby ensuring high levels of user adoption and use of Internet applications. 
However, if policymakers create overly restrictive rules, the use of online services will likely 
fall or grow more slowly than it would otherwise due to a reduction in supply caused by 
costly and revenue-limiting regulations. �is represents the dangers of the third stage, 
which we call “Regulatory Hell,” wherein overly-strict rules actually harm consumers by 
creating excessive burdens on digital innovation.  

Figure 7: Inverted U-curve showing relationship between regulation and technology adoption 
and use. 

�is relationship suggests that there is an optimal level of regulation for the digital 
economy—a Goldilocks level—with rules that are neither too weak nor too strong. Too 
little regulation (government regulation or industry self-regulation) is problematic, as it 
does not provide baseline protections that encourage consumer trust. If nations do not 
protect against harmful misuse of personal data or hold companies to their privacy 
promises, some of the “privacy pragmatists” may choose to avoid using digital services, 
which would no longer have the customer base or data they need to continue to innovate. 
But overly restrictive regulations are not only unlikely to increase consumer trust, they 
actually reduce the ability of companies to innovate or provide free or low-cost services, 
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resulting in a reduced supply of technologies and constraining a nation’s overall Internet 
ecosystem. Overly aggressive regulatory policies, such as the EU’s GDPR, not only do little 
or nothing to increase trust, but reduce access to new and innovative services—leaving 
consumers worse off.  

Policymakers need a mechanism to test for this Goldilocks level of optimal regulation. For 
example, returning to the bicycle analogy: If existing two-meter-fall helmets failed to 
protect many bicyclists, but three-meter-fall helmets did not, and they could be produced 
at a reasonable cost, then policymakers should change the standard to three meters to help 
avoid unnecessary injuries. However, if relatively few individuals are harmed by three-
meter falls, the price of the new helmets pushes people to stop buying them altogether, or 
the change somehow outweighs the countervailing benefits of the cheaper helmets, then the 
more-restrictive standard is not useful.   

To accomplish an optimal regulatory balance for the digital economy, policymakers should 
use a three-part test to determine whether a particular regulation is the “right” one. First, 
each data protection regulation should be designed to address a substantial and quantifiable 
harm or injury that arises from the misuse of a technology. Harm here refers to the extent 
to which consumers are materially and negatively impacted by this misuse, which they 
could not have reasonably avoided themselves. Harms can come in several forms.125 
Autonomy violations result in harm for consumers when information they consider 
sensitive and would prefer to keep private becomes public through involuntary means. 
Discrimination occurs when personal information is used to deny a person access to 
something, such as employment, housing, loans, and other goods. Finally, economic harm 
occurs when a consumer suffers a financial loss or damage because of the misuse of their 
personal information. For example, if a company collects personally identifiable 
information about an individual’s age and race, having this information does not in and of 
itself create a material harm. Using that data so the person is denied credit, however, may 
be a material harm and may violate laws designed to criminalize this form of 
discrimination. A harm-based standard is important because cultural norms and standards 
over what individuals consider privacy-invasive and what they are willing to share changes 
over time, and this type of regulatory principle will adjust with changing expectations.126  

Second, data protection regulations should directly limit that harm. By narrowly tailoring 
regulations to address specific harms, regulators can send clear signals to companies about 
what behaviors are off-limits, while still allowing for experimentation and innovation. For 
example, in 2015, the Federal Trade Commission (FTC) penalized a company for a small 
technical violation of a consumer-protection statute that caused little or no harm to 
consumers.127 By targeting that company without evidence that consumers were affected, 
the FTC pushed it to spend more resources on lawyers rather than on improving the 
product itself. Only by narrowly targeting regulations and enforcement actions to 
consumer harms can regulators create an optimum system of incentives that promotes 
desirable behavior and discourages undesirable behavior in the marketplace.128  

Overly restrictive 
regulatory policies, 
such as Europe’s 
GDPR, not only do 
little or nothing to 
increase trust, but 
reduce access to new 
and innovative 
services—leaving 
consumers worse off. 
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Finally, the overall costs of the regulation on society should be less than the costs of the 
harm on society. For example, the FTC takes into account whether each of its regulations 
is “outweighed by any countervailing benefits to consumers or competition that the 
practice produces.”129 This is important because as countries move into a more data-
enabled economy, robust, but privacy-protective uses of data will have significant social 
benefits, far beyond the benefits to individuals who share their data. From a cleaner 
environment and a safer transportation system to dramatically improved healthcare, the 
ability to use data will be critical to enabling societal progress.130 By ensuring regulatory 
burdens are reasonable, policymakers can avoid many of the negative effects of regulations 
outlined in the previous section.  

CONCLUSION 
The conventional wisdom that government needs to facilitate trust to increase digital 
adoption has dominated technology policy debates for too long. Although unsupported by 
evidence, many repeat the claim ad nauseam, to the point where many policymakers accept 
it as fact without question. In reality, additional regulation does not seem to increase 
consumers’ trust in online services, their willingness to adopt these services, or actual 
Internet usage. The conventional wisdom that regulations will increase adoption and  
use is incorrect.  

Instead, overly restrictive rules for the digital economy reduce innovation in ways that 
harm both businesses and consumers. By raising compliance costs, increasing legal risks, 
and reducing the effectiveness of online business models, these rules lead to a reduction in 
the supply of or demand for digital services. Therefore, policymakers should give extra 
scrutiny to trust-promoting reflexive regulations as they attempt to find the right balance 
between legitimate privacy and security concerns and innovation to increase overall 
consumer welfare. To do this, policymakers should pursue a three-part test for data 
protection regulations that targets specific, substantial harm, while weighing the regulation 
against its costs and countervailing benefits. 



PAGE 26 INFORMATION TECHNOLOGY & INNOVATION FOUNDATION   |   JULY 2018 
 

APPENDIX A: RELATIVE DATA PROTECTION REGIMES ACROSS 
SEVEN COUNTRIES.131 

Country Regulations Regulatory 
Strength 

China 

While China does not have a specific data 
protection law, its constraints over the use of 
personal data are spread across several laws. 
China’s cybersecurity protection law creates much 
more onerous protections than GDPR. 

Robust 

Japan 

Japan’s Act on the Protection of Personal 
Information (APPI) regulates privacy protection 
issues in Japan. It also has a central agency that 
supervises issues of privacy protection. 

Robust 

Australia 
Australia has several federal and state laws that 
govern data protection, including the Federal 
Privacy Act and the Australian Privacy Principles. 

Heavy 

Canada 

Canada has 28 federal, provincial, and territorial 
privacy laws. Among its federal rules, the Personal 
Information Protection and Electronic Documents 
Act (PIPEDA) governs how private companies use 
personal data. 

Heavy 

France 

Law No. 7817 on “Information Technology, Data 
Files, and Civil Liberty” is the principal law 
regulating data protection in France. Also subject  
to GDPR. 

Heavy 

Germany 
Germany implemented the EU Data Protection 
Directive through its Federal Data Protection Act. It 
is also subject to GDPR. 

Heavy 

Italy 
Italy implemented the EU Data Protection Directive 

subject to GDPR. 
Heavy 

Hong Kong 
Hong Kong’s Personal Data Ordinance (Cap. 486) 
regulates the collection and handling of 
personal data. 

Heavy 

Poland 
Poland implemented the EU Data Protection 
Directive in the Personal Data Protection Act. It is 
also subject to GDPR. 

Heavy 

Sweden 

Sweden implemented the EU Data Protection 
Directive through the Swedish Personal Data Act. It 
also has several sector-specific laws, such as the 
Patient Data Act and the Marketing Act. It is also 
subject to GDPR. 

Heavy 

United Kingdom The United Kingdom implemented the EU Data 
Protection Directive through its Data Protection Act. 

Heavy 

through the Italian Data Protection Code. It is also 
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United States 

The United States has about 20 sector-specific or 
medium-specific national privacy or data security 
laws, and hundreds of such laws among its states 
and territories. 

Heavy 

Egypt 

Egypt does not have a specific law that regulates 
the use of personal data, but it does have several 
laws and regulations that have provisions that 

Banking Law imposes protections for financial 
information. 

Moderate 

Nigeria 

Nigeria does not have a comprehensive legislative 
framework on the protection of personal data. 
However, it does have a few industry-specific laws 
and regulations that provide limited protections. 

Moderate 

Mexico 

Mexico has the Protection of Personal Data held by 
Private Parties Law (Ley Federal de Protección de 
Datos Personales en Posesión de los Particulares). 
This law only applies to private individuals or legal 
entities that process personal data, with several 
exemptions. 

Moderate 

Russia 

Russia has provisions of data protection in its 
constitution, through international treaties, and 
within specific laws. For example, the Data 
Protection Act requires all personal data operators 
to store and process any personal data of Russian 
individuals within databases located in Russia. 

Moderate 

South Africa 

In South Africa, the Protection of Personal 
Information Act (POPI) creates a regulatory 
framework for the processing of personal 
information. However, only certain portions of the 
act have been implemented. 

Moderate 

Turkey 
Turkey has the Law on the Protection of Personal 
Data No. 6698, which governs data protection and 
is primarily based on the EU Directive 95/46/EC. 

Moderate 

Indonesia 

In Indonesia, as of the date of this publication, 
there is no general law on data protection. However, 
there are certain regulations concerning the use of 
electronic data in the telecommunications and 
banking sectors. 

Limited 

India 
There is no specific legislation on data protection in 
India. However, some laws contain specific 
provisions intended to protect electronic data. 

Limited 

Pakistan There is no legislation regulating the protection of 
data in Pakistan. 

Limited 

address data protection. For example, the Egyptian 
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APPENDIX B: ANALYSIS OF REGULATORY STRENGTH, TRUST, AND GDP PER 
CAPITA OF 21 NATIONS132 

As this data shows, richer countries tend to have higher levels of digital regulation and 
moderate levels of trust. Examining only countries with moderate and heavy regulations, 
countries with stronger regulations may have slightly higher levels of trust, but this 
difference is not significant. This is especially the case if you ignore Mexico, an outlier 
country with moderate regulation and high levels of Internet trust. Indeed, because no rich 
country has moderate or limited levels of data protection regulations, it is difficult to truly 
ascertain the relationship between regulation and Internet trust.  

Interestingly, the two countries with robust data protection regulations—China and 
Japan—have opposite levels of trust in the Internet. This is likely because there is a strong 
positive relationship between poor countries and higher levels of trust. Countries with 
limited data protections, and China, are some of the poorest countries per capita on the 
survey; while Japan and the countries with heavy regulations are the richest. Surely, the 
lesson to learn here is not that countries should decrease their wealth per capita to spur 
trust in the Internet. More likely, Internet users in these countries are more worried about 
other issues and are not preoccupied with concerns about online privacy.  
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