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Chairman Chau, Vice-Chair Kiley, and members of the committee, thank you for the opportunity to appear 
before you to discuss the current legal framework and the potential need for government regulation of facial 
recognition technology.  
 
I am a research analyst at the Information Technology and Innovation Foundation (ITIF). ITIF is a non-
profit, nonpartisan think tank whose mission is to formulate and promote public policies to advance 
technological innovation and productivity. 
 
In my testimony today, I would like to discuss the benefits of facial recognition technology, the current 
frameworks governing the use of the technology, and additional steps the California State Legislature can take 
to improve oversight and accountability.  
 
THE BENEFITS OF FACIAL RECOGNITION 
Facial recognition technology compares images of faces to determine their similarity, which the technology 
represents using a similarity score. The technology often performs one of two types of comparisons. The first 
comparison is known as a one-to-many or identification search, in which the technology uses a probe image 
to search a database of images to find potential matches. The second comparison is known as a one-to-one or 
verification search as the technology compares two images to determine the similarity of the faces in them. In 
many cases, the faces in images are considered a match if their similarity score meets or exceeds the match 
threshold, a number the operator assigns that represents a minimum acceptable similarity score.1 The 
technology has rapidly improved in recent years and is providing numerous benefits to society. 
 
First, facial recognition has increased public safety.2 For example, in April 2019, a California law enforcement 
officer saw a Facebook post about a missing young girl. The officer used facial recognition technology to find 
online sex trafficking advertisements that featured the missing girl. These matches led to more traditional 
police work, and within weeks, the recovery of the child.3 Facial recognition has also helped identify 
individuals committing crimes ranging from shoplifting and check forgery to armed robbery and murder.4  
In addition, the technology can help law enforcement avoid arresting individuals for minor infractions of the 
law. For example, the San Diego Police Department must issue a citation to an individual that has violated a 
local ordinance or state law. If that person cannot confirm their identification, the department arrests the 
individual and runs their fingerprints. Between 2012 and 2019, however, the department used mobile facial 
recognition and fingerprint scanning devices, which allowed the department’s officers to quickly identify an 
individual, and thus avoid booking an individual for failing to identify themselves.5 
 
It is important to remember that without facial recognition, police must try to identify witnesses, suspects, 
and other persons of interest in a crime manually, such as by combing through mugshot photos or asking the 
public to help identify someone. These processes are slow, inaccurate, and expensive, particularly compared to 
using facial recognition.6 Indeed, facial recognition will make it much more feasible to investigate low-dollar 
crimes, such as car break-ins and package thefts from doorsteps, which often go unaddressed.  
 
Second, facial recognition has increased convenience for consumers. For example, the restaurant chain 
CaliBurger (also known for hiring Flippy, the hamburger-flipping robot, in 2018) has built a self-service kiosk 
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with technology company NEC that uses facial recognition to identify customers who have registered for its 
loyalty program and automatically pulls up their favorite orders.7 In addition, airlines are using facial 
recognition to allow travelers to get through airports faster and more easily. For example, travelers at the 
international terminal in the Atlanta airport can use facial recognition to check-in at self-service kiosks, drop 
their checked baggage, identify themselves at the TSA checkpoint, and board their flights.8 In a test at the Los 
Angeles international airport, facial recognition expedited processing so that 350 passengers could board a 
plane in less than 20 minutes—half the time it usually takes.9  
 
Third, businesses are using the technology to improve security in several ways. For example, credit card 
companies like Visa and Mastercard have launched services that allow customers to verify the authenticity of 
online purchases by taking selfies.10 In addition, some banks are using facial recognition to verify their 
customers’ identity—online, in-person at a physical branch, and at ATMs.11 Lastly, retailers also use facial 
recognition to identify known shoplifters, with some stores reporting the technology has reduced theft by  
30 percent.12 
 
Fourth, facial recognition has increased the accessibility of services for disabled individuals. For example, 
Facebook uses facial recognition to make its platform more accessible by automatically adding descriptive text 
to photos to explain who is in a photo.13 Users who are blind or have low vision can use screen readers that 
read aloud this text so they can better understand the photos from their friends and family.14 
 
EXISTING PROTECTIONS FROM FACIAL RECOGNITION ABUSES  
Californians are protected from possible abuses of facial recognition technology in several ways, including by 
state law, the U.S. Constitution, and self-regulatory efforts by industry.  
 
First, the newly enacted California Consumer Privacy Act provides Californians numerous privacy rights 
concerning the collection, use, and sharing of personal data of biometrics, including imagery of the face.15 For 
example, businesses that have annual gross revenues greater than $25 million or hold identifying data for 
50,000 or more people must inform consumers if they are collecting personal data.16 Consumers also have the 
right to know the reason why a business is collecting data, and if the business is selling the data and to whom. 
In addition, consumers have the right to request access to the data and for an organization to delete it, unless 
the data is necessary for several purposes, such as detecting security incidents or preventing illegal activity.17 
The act also provides consumers the right to block businesses from selling their data. Furthermore, businesses 
cannot sell the personal data of an individual under the age of 16, unless they receive opt-in consent from a 
parent or guardian for children under 13 or opt-in consent from a child between 13 and 16.18 Businesses also 
cannot discriminate against an individual that exercises their privacy rights, such as charging a higher price or 
offering a lower quality of service, unless the difference is related to the value of the consumer’s data.19 
Collectively, these rights increase the transparency of the use of facial recognition by private actors and limit 
potential abuses, such as the unwanted sale of facial recognition data.  
 
Second, the Body Camera Accountability Act (AB 1215) prohibits law enforcement from using a facial 
recognition system to analyze data collected from an officer camera. The law sunsets in 2023.20 While there 
are many beneficial applications of using facial recognition with policy body cameras, such as helping law 
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enforcement quickly identify individuals on a watch list at a public event, the law makes it much harder to 
achieve these benefits.21 
 
Third, the U.S. Constitution likely protects Californians from law enforcement abusing the technology. For 
example, the Supreme Court ruled in Carpenter v. United States that the government violated an individual’s 
Fourth Amendment rights by receiving cellphone data that revealed a person’s location over time without a 
search warrant.22 As such, the use of facial recognition technology to surveil an individual for an extended 
period without a search warrant is likely a violation of the U.S. Constitution. Nonetheless, the Supreme 
Court ruling in Katz v. United States suggests that the government’s use of facial recognition using public 
systems to identify individuals on a limited basis does not violate the Fourth Amendment because an 
individual’s face is open to the public.23 In short, the U.S. Constitution sets reasonable limits on the use of 
facial recognition by law enforcement, and these limits are one reason that fears about the U.S. adopting 
China-style surveillance measures are unwarranted. 
 
Fourth, the standard of probable cause to make an arrest protects Californians from adverse outcomes that 
result from the technology falsely matching an individual. For example, the Federal Bureau of Investigation 
(FBI) has stated it uses the Next Generation Identification System, which includes facial recognition 
capabilities, for investigative purposes only. The FBI stated it does not use possible matches as the sole basis 
for an arrest.24  
 
Finally, industry has developed voluntary self-regulation and principles to foster the responsible use of the 
technology. For example, in 2011, the digital signage industry adopted a set of voluntary privacy and 
transparency guidelines for the use of facial recognition and facial analysis.25 This standard offers detailed 
guidance for how to provide clear and meaningful notice to consumers and under which conditions 
consumers should be able to opt-in or opt-out of data collection. In 2012, the U.S. Federal Trade 
Commission (FTC) published a staff report that recommended a series of best practices for business use of 
facial recognition technology. The report, which was the result of a workshop and eighty public comments, 
identified numerous best practices, including that companies should establish “appropriate retention and 
disposal practices for the consumer images and biometric data that they collect.” The FTC’s 
recommendations also included that businesses should provide clear notices that they are using facial 
recognition, provide consumers the opportunity to opt-out of facial recognition use, and that companies 
should not use the technology to identify anonymous images of an individual without their consent. For 
example, a company should not use the technology to identify an individual walking to work to learn their 
identity without the individual being aware.26 
 
In addition, in February 2014, the National Telecommunications and Information Administration (NTIA) in 
the U.S. Department of Commerce launched a multi-stakeholder process on commercial use of facial 
recognition. In June 2016, a group of stakeholders reached a consensus on a set of best practices that offered 
guidelines for protecting consumer privacy.27 Many of the technology companies that make facial recognition 
technology have also published their own principles for developing and using the technology. For example, 
Microsoft’s president Brad Smith has outlined six principles—fairness, transparency, accountability, non-
discrimination, notice and consent, and lawful surveillance—that will guide how Microsoft develops and 
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deploys facial recognition technology.28 Amazon likewise has developed guidance for its facial recognition 
customers, created an acceptable use policy, and published its recommendations for federal legislation.29 
Indeed, many of the leading facial recognition technology vendors, including Google, RankOne, and 
Trueface, have released similar principles.30 More recently, the U.S. Chamber of Commerce’s Technology 
Engagement Center (C_TEC), whose members include facial recognition vendors, developers, users, and 
other stakeholders, drafted a set of policy principles for facial recognition that called for a single national 
regulatory framework that would promote beneficial uses of the technology while mitigating risks.31 
 
STEPS TO IMPROVE OVERSIGHT AND ACCOUNTABILITY  
Because of the significant benefits of facial recognition, the potential for police to misuse the technology does 
not mean government should halt law enforcement’s use of it. Instead, it means government should improve 
oversight of law enforcement’s behavior and enact rules where necessary.32  Indeed, the goal of any new facial 
recognition laws should be to prevent harms, not stop the technology’s use.33 The California State Legislature 
can and should take the following steps to improve oversight and accountability of facial recognition use  
by government. 
 
First, the state legislature should require that law enforcement agencies publicly disclose it is using the 
technology.34 While law enforcement agencies should not need to seek approval before using new technology, 
by publicly disclosing when they are using facial recognition they can alleviate concerns that law enforcement 
is using the technology without any public knowledge.  
 
Second, the state legislature should require that the California Department of Justice or another relevant 
agency establish the following policies: 
 

• Performance standards for the facial recognition systems law enforcement procures.35 These standards 
could include both overall accuracy rates for facial recognition systems and specific ones for different 
genders, races, and age groups. Setting minimum performance standards would not only ensure that 
law enforcement does not procure ineffective technology, but it would also help promote the use of 
more accurate technology in the private sector.  

• Policies for when the government, including law enforcement, can use facial recognition in sensitive 
environments, such as at protests, schools, and abortion clinics.  

• Policies how state government agencies, and their contractors, can acquire and share photos used for 
facial recognition. The agency should also establish limits on how long images from government-
owned camera systems, such as surveillance cameras and body cameras, can store images.36 These 
policies can address privacy concerns. 

 
Third, the state legislature should require that law enforcement obtain a warrant to use facial recognition or 
any technology, such as mobile phones or license plate readers, to track the location of an individual over an 
extended period of time.37 For example, Sen. Mike Lee (R-Utah) and Chris Coons (D-Del) proposed the 
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Facial Recognition Technology Warrant Act of 2019, which requires that a government agency obtain a court 
order to use facial recognition technology to track the movements of an individual for more than 72 hours.38 
Similarly, the legislature should require that law enforcement obtain a warrant to access any database that 
contains detailed geolocation data about individuals.39 These requirements can alleviate concerns that law 
enforcement will use facial recognition technologies to engage in mass surveillance.  
  
Fourth, the legislature should require that state and local law enforcement entities have written policies on 
how they will use the technology. These policies could include who will have access to the technology, how 
the entity trains individuals on using the technology, and how and when and it will decide to use the 
technology.40 Law enforcement could also detail in its policies how it adds an individual to a state or local 
watch list, the types of data sources used for images, and data retention policies.41 Establishing best practices 
on the types of images law enforcement will use can reduce concerns that law enforcement will use low-
quality data that increases the possibility of false matches.42 In addition, the policies could include an overview 
of how the law enforcement entity will set confidence thresholds for facial recognition searches. The policies 
should also detail how the entity will log its searches and how it will track metrics on the success rate of the 
technology, including the number of times a facial recognition system helped lead to an arrest.43 In 
combination, these policies can help ensure law enforcement uses the technology appropriately.44   
 
Fifth, the legislature can establish guardrails for the use of live facial recognition systems, which attempt to 
match faces in real-time images, such as from closed-circuit television (CCTV) cameras. In such scenarios, the 
legislature can require that law enforcement only match faces against a database of specific groups of 
individuals, such as lost children or individuals with outstanding arrest warrants for felonies.45 These 
guardrails could limit the potential that law enforcement uses the technology for widespread surveillance. Law 
enforcement’s written policies on facial recognition could also include a policy for the circumstances under 
which it would use live facial recognition.  
 
Finally, the legislature should fund training to teach law enforcement how to properly use the technology as 
well as encourage law enforcement to pilot the technology before implementing it. This training could 
include educating law enforcement about how to maximize effectiveness, such as by choosing appropriate 
confidence thresholds and using high-quality reference images. For example, 1-to-many algorithms often 
make a series of 1-to-1 comparisons against a large number of images in a database. As such, users of the 
technology may need to employ higher confidence thresholds for 1-to-many searches compared to 1-to-1 
searches to reduce the likelihood of falsely matching any two images.46  In addition, piloting the technology 
would help law enforcement learn a particular facial recognition systems’ strengths and weaknesses and 
evaluate how it performs in their own communities. For example, law enforcement can use the pilots to learn 
the appropriate confidence thresholds for different applications depending on the desired false-positive and 
false-negative rates.  
 
WHY CALIFORNIA SHOULD NOT IMPLEMENT A BAN ON FACIAL RECOGNITION 
There are numerous reasons why the California State Legislature should adopt targeted legislation to ensure 
appropriate and effective use of facial recognition, rather than overreacting by banning the technology, either 
temporarily or permanently.  
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First, many critics calling for bans cite misleading research to bolster their claims. For example, the American 
Civil Liberties (ACLU) has produced two misleading reports that incorrectly suggest facial recognition 
systems are inaccurate.47 In the first report, the ACLU used Amazon’s Rekognition service to compare 
mugshot images of criminals to photos of members of the U.S. Congress. The ACLU said that the system had 
a false-positive rate of five percent.48 The ACLU performed a similar test using images of California 
lawmakers, finding that the system falsely matched 20 percent of California lawmakers with criminals.49 
However, in each instance, the ACLU set artificially low confidence thresholds for matching faces to create 
these results so that many false positives were allowed.50 Indeed, Amazon has noted that the ACLU’s error 
rates for matching members of the U.S. Congress would have dropped to zero if it had used an appropriate 
confidence threshold of 99 percent.51 The ACLU repeated its test for California lawmakers even after 
Amazon had publicly clarified its position on the appropriate confidence thresholds. Moreover, ACLU has 
refused to release the data or code used to produce its reports which has allowed its claims to avoid  
legitimate scrutiny. 
 
Critics also frequently cite studies from MIT Media Lab that tested gender classification systems, rather than 
facial recognition systems, to imply the latter technology is inaccurate. However, the technologies are 
different, and the accuracy of one has no bearing on the other, and there are no reports of law enforcement 
using gender classification systems.52 Indeed, gender classification tools attempt to classify a person’s gender, 
not match faces. The New York Times published an article with the headline blaring “Amazon Is Pushing 
Facial Technology That a Study Says Could Be Biased” about the MIT Media Lab study.53 Unfortunately, 
this confusion has led to critiques of facial recognition by prominent figures. For example, Sen. Ed Markey 
(D-MA) tweeted that the “Adoption of flawed facial recognition technologies by law enforcement could 
literally hardwire racial and gender bias into police depts” while linking to The New York Times article.54  
 
Second, the National Institute of Standards and Technology (NIST) has found that the best facial recognition 
systems are extremely accurate. For example, NEC-2, the best 1-to-many algorithm NIST tested in a 2019 
report, failed to rank the correct candidate as the most likely match only 0.12 percent of the time when 
performing a search of a database containing images of 3 million individuals.55 If an individual used the 
algorithm to perform 25,000 searches, it would have failed to list the correct individual as the most likely 
match only 30 times.56  
 
Third, the best facial recognition systems have no or little bias. For example, a recent NIST report reveals that 
the most accurate 1-to-many algorithms have “undetectable” differences between demographic groups and 
that the most accurate 1-to-1 algorithms have low-false positive rates and false-negative rates across most 
demographic groups.57 For example, NIST’s testing shows that several algorithms maintained true positive 
and true negative accuracy rates greater than 99 percent for all races and sexes.58  
 
Nonetheless, many of the facial recognition algorithms NIST tested did have higher false-positive rates for 
minorities and women than white males. However, NIST tested nearly 200 algorithms from vendors and labs 
around the world—it allows anyone to submit an algorithm for testing, including those from labs in China 
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that are on the Entity List, which prohibits U.S. firms from selling technology to companies on the list 
without government approval.59 As such, it found a wide variance in performance between different 
algorithms. It is also true that most 1-to-1 algorithms had higher false-negative rates for women than men. 
But NIST notes that this “is a marginal effect—perhaps 98 percent of women are still correctly verified—so 
the effect is confined to fewer than 2 percent of comparisons where algorithms fail to verify.”60 Most 
importantly, however, NIST’s testing demonstrated the accuracy and lack of bias of the best-performing 
algorithms. As such, California’s government agencies do not have to procure biased technology. 
 
Fourth, bans can have unintended consequences. For example, San Francisco’s ban on government agencies 
using facial recognition accidentally made it illegal for the city’s employees to use city-issued iPhones, which 
used facial recognition.61   
 
Fifth, the fear of facial recognition technology that has led to calls for bans is similar to claims about other 
technologies that have not had their fears realized. For example, in the 1960s, many people feared transistors 
would spell the end of privacy, with miniature electronics used to eavesdrop on private conversations.62 In the 
early 2000s, privacy advocates called for bans of radio frequency identification (RFID) chips, which use radio 
waves to transmit data, in several use cases, including on government identification documents.63 These 
advocates warned that stores, governments, and even terrorists would use RFID to track the movements of 
individuals. For example, the Electronic Frontier Foundation (EFF) argued that a 2005 U.S. State 
Department proposal to require RFID chips in passports would turn passports into “terrorist beacons,” 
stating “that's precisely what they'll become if we allow the State Department to move ahead with this 
plan.”64  The fears of stores, governments, or terrorists tracking individuals with RFID never materialized. 
Moreover, just as transistors did not give rise to widespread eavesdropping, neither will facial recognition lead 
to pervasive surveillance.65  
 
Finally, bans or moratoriums limit the positive uses of facial recognition. Facial recognition has already helped 
find missing individuals, identify individuals who committed serious crimes, such as armed robbery, and 
prevent potentially dangerous people, such as sex offenders, from entering school facilities.66 A ban or 
moratorium not only limits negative uses of facial recognition but positive uses as well.   
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