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Data-localization policies are spreading rapidly around the world. This measurably reduces trade, slows productivity, and increases prices for affected industries. Like-minded nations must work together to stem the tide and build an open, rules-based, and innovative digital economy.

KEY TAKEAWAYS

- The number of data-localization measures in force around the world has more than doubled in four years. In 2017, 35 countries had implemented 67 such barriers. Now, 62 countries have imposed 144 restrictions—and dozens more are under consideration.

- Restricting data flows has a statistically significant impact on a nation’s economy—sharply reducing its total volume of trade, lowering its productivity, and increasing prices for downstream industries that increasingly rely on data.

- Using a scale based on OECD market-regulation data, ITIF finds that a 1-point increase in a nation’s data restrictiveness cuts its gross trade output 7 percent, slows its productivity 2.9 percent, and hikes downstream prices 1.5 percent over five years.

- China is the most data-restrictive country in the world, followed by Indonesia, Russia, and South Africa. Their economies will all suffer for it.

- Policymakers should update laws to address legitimate data-related concerns, but they should ensure people, firms, and governments can maximize the enormous societal and economic benefits of data and digital technologies.

- To build an open, rules-based, and innovative digital economy, countries like Australia, Canada, Chile, Japan, Singapore, New Zealand, the United States, and the United Kingdom must collaborate on constructive alternatives to data localization.
INTRODUCTION

For centuries information has flowed around the world, steadily increasing with the rise of international mail, the first transatlantic cables in the 1850s, and the first transatlantic telephone cable in the 1950s. What is different now is that the Internet creates the potential to send large amounts of data quickly and at virtually no cost to almost any part of the world. Moreover, on this global network, sending data abroad costs no more than sending data domestically. COVID-19 has made clear that data flows are critical to the global economy, enabling both economic responses (e.g., data sharing for medical research, the monitoring and automated control of vaccine production facilities, and the adoption of digital services for business continuity) and societal responses (e.g., family video calls, contact tracing, streaming content for entertainment, and online shopping). Data flows will only continue to rise as more countries and sectors embrace digital transformation.

Data will flow across borders unless governments enact restrictions. While some countries allow data to flow easily around the world—recognizing that legal protections can accompany the data—many more have enacted new barriers to data transfers that make it more expensive and time-consuming, if not illegal, to transfer data overseas. Forced local data-residency requirements that confine data within a country’s borders, a concept known as “data localization,” have evolved and spread in the four years since the Information Technology and Innovation Foundation’s (ITIF) last major report on data flows and localization. Data localization targets a growing range of specific data types and broad categories of data deemed “important” or “sensitive” or related to national security. The justifications policymakers use have also evolved. Mis guided data privacy and cybersecurity concerns remain common, but cybersovereignty and censorship are newer, and in many ways, more-troubling motivations given they are broader and more ideologically driven. Some policymakers—especially those in Europe and India—openly call for data localization as part of digital protectionism, while others disguise localization and protectionism by burying them in technical regulations.

The spread of data localization to more countries and data types poses a growing threat to the potential for an open, rules-based, and innovative global digital economy. Data localization makes the Internet less accessible and secure, more costly and complicated, and less innovative. Businesses use data to create value, and many can only maximize that value when data can flow freely across borders. Hence, data localization undermines the impact data-intensive services can have on economic productivity and innovation. For example, a 2018 Organization for Economic Cooperation and Development (OECD) report notes that digitalization is linked with greater trade openness, selling more products to more markets, and that a 10 percent increase in bilateral digital connectivity increased trade in services by over 3.1 percent. The opposite is also true. ITIF’s econometric modeling estimates that a one-unit increase in a country’s data restrictiveness index (DRI) results (cumulatively, over a five-year period) in a 7 percent decrease in its volume of gross output traded, a 1.5 percent increase in its prices of goods and services among downstream industries, and a 2.9 percent decrease in its economy-wide productivity. The report finds that China, Indonesia, Russia, and South Africa are countries for which their increasing data restrictiveness is leading to their economies experiencing higher prices, lower trade, and reduced productivity.
Forced data localization also undermines the potential for shared governance. Countries can work together to address legitimate concerns about data transfers, such as to prevent espionage, to maintain financial oversight, and to conduct law enforcement investigations, while still allowing data to flow freely. Of course, countries should create robust data privacy frameworks that protect consumers and address national security concerns, but policymakers should do so in a transparent, targeted, and balanced way to avoid unnecessarily costly and restrictive policies given their economic and trade impacts. Many common data protection laws—such as those based on OECD’s guidelines on the protection of privacy and cross-border flows of personal data—do not constitute a restriction on digital trade.\textsuperscript{4} It is entirely acceptable for ex post accountability for the data exporter if data sent abroad is misused. The cost of abiding by these data protection laws is a typical cost of doing business.\textsuperscript{5} This is a crucial distinction to differentiate policymakers in those countries that try to misuse data localization as a legitimate data protection tool when it is not.

The spread of data localization to more countries and data types poses a growing threat to the potential for an open, rules-based, and innovative global digital economy.

As the world emerges from COVID-19, policymakers need to do more to ensure that the global digital economy remains an engine of economic growth and recovery. Thankfully, some countries are bringing this concept to life via new mechanisms, agreements, and frameworks for data flows and governance and digital trade. The first section of this report provides an updated analysis of data localization’s use and application and the five main motivations used to justify it. The second section provides a quantitative assessment as to its growing impact. The final section combines analysis and recommendations relating to mechanisms to support data flows and global digital trade and data governance.

The report offers several general recommendations for policymakers:

\begin{itemize}
\item Global data governance: Policymakers should provide multiple mechanisms to transfer personal data, encourage firms to improve consumer trust through greater transparency about how they manage data, support the development of global data-related standards, and provide more assistance to developing countries to help with digital economy policy.
\item Digital free trade: Policymakers should support rules that protect data flows, prohibit data localization, and only allow narrow exceptions to these provisions at e-commerce negotiations at the World Trade Organization (WTO). Policymakers should also create new tools to enact retaliatory measures against countries that enact data localization and other digital protectionist rules. Policymakers should encourage national and global bodies to conduct surveys about the firm-level impact of data localization. Trade negotiators should develop transparency and good regulatory practices provisions to ensure opaque regulatory rulemaking can’t be used to enact barriers to data flows and digital trade.
\end{itemize}

Specific recommendations make the case that policymakers should:

\begin{itemize}
\item Focus on the overarching concept of building “interoperability” between different regulatory systems;
\end{itemize}
▪ Pursue new digital economy agreements and mechanisms for cooperation, such as those negotiated by Australia, Chile, New Zealand, and Singapore;

▪ Work with like-minded countries to create interoperable health data-sharing frameworks. This would support the responsible and ethical cross-border sharing of health and genomic data;

▪ Make the Asia-Pacific Economic Cooperation (APEC) Cross-Border Privacy Rules (CBPR) a global model for data governance by opening it up to non-APEC members;

▪ Support efforts by like-minded, value-sharing democratic countries working together to develop a “Geneva Convention for Data” to establish common principles, processes, and safeguards to govern government access data;

▪ Develop a targeted strategy to support the adoption of financial oversight frameworks that focus on regulatory access to data rather than the location of data storage; and

▪ Improve existing, and build new, mechanisms to improve cross-border requests for data related to law enforcement investigations, such as CLOUD (Clarifying Lawful Overseas Use of Data) Act agreements and updated mutual legal assistance treaties (MLATs) to provide timely assistance.

THE EVOLUTION AND SPREAD OF DATA LOCALIZATION CONTINUES TO DEGRADE THE GLOBAL INTERNET ECONOMY

Data localization has evolved to target a growing range of data in more countries. The number of countries that have enacted data localization requirements has nearly doubled from 35 in 2017 to 62 in 2021. The total number of data localization policies (both explicit and de facto) has more than doubled from 67 in 2017 to 144 in 2021. Another 38 data localization policies have been proposed or considered in countries around the world. China (29), India (12), Russia (9), and Turkey (7) are world leaders in requiring forced data localization. Appendix A is a comprehensive and detailed list of explicit, de facto, and proposed or draft data localization measures around the world.

There are three main kinds of data localization. First, some governments restrict the transfer of particular types of data outside their borders. These include personal data; health and genomic data; mapping and geospatial data; government data; banking, credit reporting, financial, payment, tax, insurance, and accounting data; the internal company data of publicly listed companies; data related to user-generated content on social media and Internet service platforms; subscriber data and communications content and metadata for traditional telecommunications and Internet-based communication services; and e-commerce operator data.

Second, countries are increasingly restricting data in broad and vague categories involving data deemed “sensitive,” “important,” “core,” or related to national security, which often impacts a wide range of commercial data. Similarly, the EU and India are moving toward extending restrictions to a broad framework targeting nonpersonal data.

Third, de facto localization is also growing. By making data transfers so complicated, costly, and uncertain, firms basically have no other option but to store the data locally, especially in the face of massive fines. For example, the European Union’s removal of data transfer mechanisms,
failure to add new certifications and other new legal tools for data transfers, and ever-ratcheting up of restrictions and conditions for those remaining mechanisms (such as standard contractual clauses) have the potential to make the General Data Protection Regime (GDPR) the world’s largest de facto localization framework. Other examples include explicit consent requirements for personal data transfers and the need to submit data transfers for opaque and ad hoc authorization.

Governments enforce these requirements with at least five different types of rules. All these rules are bad, but their impact varies by their design, moving along a sliding scale of restrictiveness (from bad to worst):

- **Local data mirroring.** Firms must first store a copy of data locally before transferring a copy out of the country. This may also involve keeping the most updated version of the data locally.

- **Explicit local data storage.** Firms must physically locate data in the country where it originates. Some cases allow foreign processing of data (after which data must be stored locally).

- **De facto local storage and processing.** Firms store data locally as stringent data transfer requirements (such as getting pre-approval for transfers and explicit consent) and legal uncertainty about data transfers, which, when combined with hefty fines and arbitrary enforcement, create unacceptable risk for firms.

- **Explicit local data storage and processing.** Countries prohibit transfer to other countries.

- **Explicit local—and discriminatory—data processing, routing, and storage.** Some countries use discriminatory licensing, certification, and other regulatory restrictions to require local data storage and exclude foreign firms entirely from managing and processing local data.

**THE FIVE RATIONALES FOR DATA LOCALIZATION**

Justifications for data localization have evolved. Some policymakers still inadvertently support localization, as they do not understand how firms manage data on a global basis while complying with local laws. However, more policymakers openly support localization as a form of protectionism. More policymakers (such as in France, India, and South Korea) are being creative in using arbitrary and opaque licensing, certification, and other regulatory restrictions to indirectly require data localization (and exclude foreign firms and products). These policymakers seek to avoid scrutiny from trading partners by pushing restrictions deeper into technical and administrative regulations.

Nearly all data localization proposals involve mixed motivations. Policymakers often take a “dual-use” approach with an official and seemingly legitimate objective, such as data privacy or cybersecurity, when their primary (hidden) motivation is protectionism, national security, greater control over the Internet, or some combination of these. In some cases, such as India, they use all of them. A telltale sign of hidden motivations is a lack of evidence, transparency, debate, and engagement around a data localization proposal.
This section analyzes the five key motivations policymakers use to justify data localization policies.

**Misguided Data Privacy, Protection, and Cybersecurity**

As more countries enact updated data protection frameworks, it is nearly inevitable that some policymakers will propose data localization as they reflexively and mistakenly believe that the best way to protect data is to store it within a country’s borders. This misunderstanding remains at the core of many data-localization policies. However, the security of data does not depend on where it is stored.¹⁰

First, organizations cannot escape from complying with a nation’s laws by transferring data abroad. As a result, data localization is not necessary to force an organization to comply with domestic data laws. For example, if a county requires businesses to disclose data breaches, they would have to make this report whether the data breach occurs domestically or abroad. Similarly, businesses cannot circumvent data protection laws by transferring data abroad—laws and contracts can still hold them accountable for how they use data. Most companies doing business in a nation, including all domestic companies and most foreign ones, have “legal nexus,” which puts them in that country’s jurisdiction. This is crystal clear for firms in financial, payment, and other heavily regulated sectors, given their need to apply for licenses to operate.

Second, the security of data depends primarily on the logical and physical controls used to protect it, such as strong encryption on devices and perimeter security for data centers. The nationality of who owns or controls servers or which country these devices are located in, has little to do with how secure they are. For example, one of the most notorious hacks occurred against domestic, on-premise servers of the U.S. government in the U.S. Office of Budget and Management data breach.¹¹

Policymakers misunderstand that the confidentiality of data does not generally depend on which country the information is stored in, only on the measures used to store it securely. A secure server in Malaysia is no different from a secure server in the United Kingdom. Data security depends on the technical, physical, and administrative controls implemented by the service provider, which can be strong or weak, regardless of where the data is stored.

Policymakers focus on the location of data storage, in part, because they do not want to tackle the more challenging factors that actually contribute to good cybersecurity, such as building greater cybersecurity awareness by users and firms and encouraging firms and government agencies to adopt and remain committed to best-in-class cybersecurity practices and services. Good cybersecurity is just as much about the people involved in managing, protecting, and accessing the data as it is about the data itself, as they are central to most cybersecurity incidents, such as the failure to update vulnerable systems or credentials being lost via phishing attacks.

Data localization actually undermines cybersecurity. First, it prevents the sharing of data to identify IT system vulnerabilities and help firms detect and respond to cyberattacks. For
example, in 2020, India’s Securities and Exchange Board released a cybersecurity circular that requires financial firms to localize a broad range of data that would do just this. Firms need to share data to reconcile if cyberattacks (such as those in China, India, Russia, or elsewhere) are new or known. Sharing system vulnerability information also allows cybersecurity providers to identify vulnerabilities.

Second, data localization precludes cloud service providers from using cybersecurity best practices, such as through “sharding,” wherein data is spread over multiple data centers. This gets to the broader point: While cloud computing does not guarantee security, it will likely lead to better security because implementing a robust security program requires resources and expertise, which many organizations (especially small and medium-sized ones) lack. But large-scale cloud computing providers are better positioned to offer this protection. For example, certain cloud providers offer their users advanced encryption tools to allow them to retain and use encryption keys before data is uploaded, thereby preventing third parties, including the cloud companies themselves, from accessing their data.

“Data Sovereignty” Subsumes Digital Protectionism as a Leading Motivator

Digital protectionism remains a key motivation behind many countries enacting data localization practices, but it has been subsumed into a broader narrative around cybersovereignty (also called data sovereignty or digital sovereignty) and control.

Data localization’s use for protectionism has evolved in recent years. More and more policymakers look to use it to favor local firms as they realize that data-driven innovation is at the heart of modern competitiveness and they haven’t made the long-term investments in education, infrastructure, and other enabling factors that actually help firms and economies become more competitive. For example, India’s Non-Personal Data Governance Framework initially included a proposal to force firms to share anonymized datasets (undoubtedly to help local firms). Europe, India, South Africa, and others use localization to target U.S. firms explicitly. Proponents often call for “policy space” for developing countries to enact protectionist-based, state-directed digital industrial policy strategies.

Policymakers commonly portray cybersovereignty as a strong yet nebulous concept, usually referring to the assertion of state control over data, data flows, and digital technologies. That it helps countries “take back control” and “sovereignty” from foreign technology firms and trading partners (mainly the United States, but increasingly China as well) offers added appeal to them. Misconceptions about data and cybersovereignty miss the point that a complex interplay of economic, governance, social, and political factors determines a country’s position on digital issues. Policymakers deliberately—and deceptively—use these concepts to condense complex phenomena into catchy phrases.

Proponents think that forcing firms to store data locally enhances the state’s agency and that of their own firms and people. At best, the agency gained by data localization is illusory. In many cases, it is counterproductive. And in the case of authoritarian countries, it is predatory given the agencies data localization supports are those involved in surveillance and social and political control. So it’s no surprise that authoritarian countries such as China and Russia are the most significant users of these concepts (and data localization) as they align with their main political interests—maintaining power through access and control over data. Both countries frequently cite sovereignty as part of advocacy to create a top-down, state-directed global Internet (as
opposed to the open, multistakeholder-based approach favored by democratic countries). The push for cybersovereignty among countries that are not inherently authoritarian gives cover to countries like China and Russia.

Europe is a leading offender. European leaders such as German chancellor Merkel and French president Macron explicitly call for both digital protectionism and data sovereignty. The fact that senior European policymakers think that data stored on a foreign cloud service represents lost sovereignty shows how little some understand how firms manage data, and how much they prioritize this misguided sense of control. Europe tries to position itself as a moral leader of digital regulation, using concerns over data protection and artificial intelligence (AI) to cloak their discriminatory and restrictive policies. Europe’s protectionist intent appears in nearly every digital policy proposal. Europe’s GDPR is evolving into the world’s most significant de facto data localization framework. Europe’s draft data strategy pushes for data localization and asserts that the EU needs cloud providers owned and operated in Europe. Likewise, Europe’s white paper on AI advocates data localization precepts. It is also evident in the proposal for a European cloud via GAIA-X.

At best, the agency gained by data localization is illusory. In many cases, it is counterproductive. And in the case of authoritarian countries, it is predatory.

Policymakers, academics, civil society advocates, and business leaders in many developing countries have turned to the related concept of “digital colonialism” to use data localization as part of broader efforts to disadvantage or block foreign tech firms. It’s most frequently used in the outdated and ideologically driven narrative about the “global north” and “global south.” It’s popular in India, South Africa, and the United Nations Conference on Trade and Development (UNCTAD). Many proponents are ideologically driven, opposing capitalism, big businesses, the United States, and, in some cases, the use of data and digital technology itself. Local tech firms often try to take advantage. India’s richest man told India’s prime minister to take steps to end “data colonization” by global firms, saying Indians (presumably meaning his e-commerce operations) should own and control data.

Data Localization for Censorship and Surveillance

Countries use data localization as a cudgel to force foreign firms to provide easier access to data for surveillance and political purposes and force compliance with censorship requirements. Commonly mixed into this rationale is the specter—both real and imagined—of foreign surveillance as a rationale for data localization, when it actually enables their own surveillance.

Digital authoritarian governments—led by China and Russia—see physical access to data centers as a critical enabler of surveillance and political control. Data localization enables political oppression by bringing information under government control and allowing the government to identify and threaten individuals, thereby impacting privacy, data protection, and freedom of expression. China retains broad and vague legal authority in its laws to potentially access data for national security, public interest, and political purposes. The lack of an independent judiciary and the opaque nature of these laws make it hard to judge how China uses these broad powers. Yet, this doesn’t stop these countries from referring to “data privacy” as a motivation for localization.
Recent laws introduced in Pakistan and Vietnam highlight how data localization does not lead to greater data privacy—but rather the exact opposite in making it easier for governments to access a small number of servers. Related, but different from this authoritarian motivation, is when countries, such as India, enact short deadlines for firms to respond to content takedown requests that create a de facto localization requirement. Firms have to do this; otherwise, they would not be able to comply (and thus avoid fines and other legal consequences).³¹

Data localization is central to Vietnam’s evolving online censorship and surveillance regime. Vietnam’s Law on Cybersecurity requires online firms to store personal and other data types locally and establish a local office in Vietnam. Its motivation is broad and vague: to protect national security, social order and safety, social ethics, and the health of the community.³² Firms must have a license and at least one server in Vietnam for inspection at any time, store detailed information about users and their activities, and remove illegal content within three hours of notice.³³ Concerns about how Vietnam could use this to facilitate government access to data are real given the country does not have a dedicated, independent data protection agency; the responsible agency is the Ministry of Public Security.³⁴

Digital authoritarian governments—led by China and Russia—see physical access to data centers as a critical enabler of surveillance and political control.

Pakistan is also using data localization to support censorship and surveillance. Pakistan’s “Removal and Blocking of Unlawful Online Content” includes broad data localization requirements. It also allows the government to force companies to block content critical of the government and facilitate access to user data. It allows the Pakistan Telecommunication Authority to avoid existing data access and privacy safeguards, and to intervene on behalf of law enforcement agencies to ask social media companies to provide user data.³⁵ It also makes it mandatory for firms to retain information, including traffic data linked to blocked content, and decrypted information about subscribers and their activity.

Data Localization for Law Enforcement and Regulatory Oversight

Countries continue to use law enforcement and regulatory concerns about cross-border access to data, both to justify data localization and as an excuse for digital protectionism. Some policymakers say data localization is the only way to get local and foreign firms to respond to requests for data from law enforcement and financial regulators. This reflects the mistaken belief that firms can avoid oversight and requests for data by simply transferring data out of a country, and that firms can pursue some form of regulatory or legal arbitrage in terms of picking and choosing which country’s laws they follow and which they don’t.³⁶ Data localization requirements do not change who is responsible for the data, regardless of where it is stored.

Some countries support data localization due to the lack of effective cross-border law enforcement legal tools and treaties. If data is stored locally, the thinking goes, foreign governments will not be able to halt investigations by stopping providers from fulfilling government requests. This mistaken belief was central to proposed localization elements in India’s draft data protection law.³⁷ However, policymakers in India fail to acknowledge all the contributing factors. For example, Indian law enforcement often files MLAT requests that are incomplete, poorly drafted, or inappropriate (or requests that aren’t related to criminal activity).³⁸
For example, after the Department of Justice (DOJ) advised an Indian prosecutor to fill out an MLAT in 2012 to obtain U.S.-stored information, the court instead issued a summons for several U.S. tech firms for not cooperating. Other policymakers use this law enforcement motivation to support localization as a disguise for different goals, such as surveillance and protectionism.

Law enforcement-motivated data localization often stems from the fact that policymakers do not want to address the underlying issues with existing legal mechanisms to improve the process of making cross-border requests for data. The transnational nature of crime and digital services means that countries will inevitably need other countries’ help—even if they have localization policies in place. For example, a European Union report states that electronic evidence in some form is relevant in around 85 percent of total criminal investigations and that 55 percent of investigations require cross-border access to electronic evidence. Current legal tools definitely need upgrading. For example, conflicting laws can put firms in a “catch 22” scenario wherein they face lawful requests for access to data from one country the release of which may be legally prohibited in another. Governments also have mismatched legal-assistance treaties and laws.

Data localization requirements do not change who is responsible for the data, regardless of where it is stored.

Financial regulatory oversight agencies use localization to target publicly listed companies, payment services, banks, and other financial firms, as they think it’s the only way to access data they need for their oversight responsibilities. U.S. financial regulators initially sought the option for data localization (before, thankfully, backtracking for financial oversight). The Reserve Bank of India cited the need for “unfettered” access to data for monitoring purposes in trying to justify its payments data localization requirement. Yet, policymakers in China, India, Turkey, and elsewhere that use this motivation for localization routinely fail to provide evidence that they face genuine cross-border issues related to financial oversight. The false promise of “unfettered” access is made clear by the fact that even with local storage, regulators will still have to request firms to decrypt the data, in line with relevant legal checks and balances, before the data can be viewed.

Whether it is law enforcement or regulatory related, data localization is not the silver bullet policymakers think it is for improving access to data. The self-defeating nature of localization becomes clear given the scenario in which every country requires localization, thus preventing the cooperation that will still inevitably be needed given the interconnected nature of the Internet, such as emails between two people and providers in different jurisdictions. But the potential for regulatory-motivated digital fragmentation is much broader. For example, medical labs must disclose confidential data about infectious diseases, firms must share clinical trial data with medical authorities, banks must disclose data on suspicious transactions, and accountants and their clients must share data for tax audits. It’s up to rule-of-law and rights-respecting countries to set up appropriate mechanisms to improve these processes.

Data Localization Motivated by Geopolitical Risks and Financial Sanctions

Some countries use data localization, alongside other policies, in preparation for largely hypothetical (and unlikely) international financial sanctions. Some see the national payments system as part of the country’s critical infrastructure and that the use of global payment networks...
represents a systemic, geopolitical, and sovereign risk, as these payment services are not locally owned.

Russia is the lead example. Russia required payments data localization as part of an initiative to create a Russian payment system (called MIR) after international sanctions in 2014 targeted Crimea-based services (forcing Visa and Mastercard to end services there). These sanctions raised the hypothetical risk of it being cut off from the global financial system. Russia also forced its banks to accept and issue MIR credit cards and use MIR for government-related payments. This motivation is thus closely tied to Internet sovereignty, but again showing the overlap, also relates to protectionism, given it represents (digital services) import substitution. However, Russia is unique, as its disregard for international law and norms makes it a frequent target of sanctions. The vast majority of countries will never face international financial sanctions.

Despite the extraordinarily low probability of sanctions, Indonesia, Mexico, South Africa, and Vietnam have all misused national security and sovereign risk to justify payment services-related restrictions, including data localization. For example, in 2018, the South African Reserve Bank imposed a moratorium prohibiting the migration of domestic transaction volumes from BankservAfrica (South Africa's bank-owned domestic payment switch) to international payment schemes. It stated that “there are potential sovereign/geopolitical and financial stability risks to SA from sole reliance on offshore processing of domestic transactions.” Mexico’s financial regulators released draft rules requiring payments services to use local computing services as part of their license application.

ESTIMATING THE COST OF RESTRICTIONS ON DATA FLOWS

Maximizing the value of data means enabling it to move. Innovation and economic growth are increasingly supported by how firms collect, transfer, analyze, and act on data. This section provides a quantitative analysis of the effects of restrictions given the relationship between data flows and economic performance. While econometric analysis provides an indicative estimate of the economic impact (given challenges with measurement and specificity), it is still important to do to reinforce to policymakers the negative effects of restrictions on data flows.

Estimating the Impact That Data Restrictiveness Has on Prices, Trade, and Productivity

ITIF’s model calculates a composite index—the data restrictiveness linkage (DRL)—to estimate the linkage of downstream industries with national data restrictiveness (based on the data intensity of those industries). We further examine the impacts that changes in data restrictions have on total factor productivity (TFP), value-added price indices (PVA), and gross output volumes (GOVs) at the industry level in each country (through the EU-KLEMS database). The model runs separate log-linear regression models between DRL and these three economic indicators to approximate the percentage changes in productivity, prices, and trade volumes incited by changes in a country’s restrictions on data transfers (table 1). It is based on econometric best practices as demonstrated by OECD and European Center for International Political Economy (ECIPE). However, it differs in that it benefits from updated data from the U.S. Census ICT Survey, the OECD Product Market Regulation (PMR) database, it covers countries not covered in past models, and compares trade volumes. Appendix B details the data and methodology.
Data Restrictiveness Index

ITIF uses sub-indicators from the OECD PMR Indicators database to develop a proxy measurement of how restrictive a nation’s rules are for cross-border data transfers. By taking the unweighted averages of select PMR sub-indicators, ITIF computes the data restrictiveness index (DRI) of 46 countries that OECD has PMR data available for in between 1998 and 2018. Since PMR data updates are published every 5 years, DRI of these 46 available countries is only calculated every five years (2018, 2013, 2008, 2003, and 1998). DRI is resultantly measured on a scale between 0 and 6, with 6 indicating the most data restrictive. As countries impose additional data regulations such as localization, and other government barriers and administrative requirements that limit the movement of data, their DRI increases.

PMR data is central to our model as it captures several regulations that countries use to restrict the use and transfer of data, such as explicit localization measures and restrictions related to administrative costs like requiring data protection impact assessments or data protection officers. Our selection of sub-indicators used to calculate DRI between countries over time is informed by best-practice modeling data restrictiveness via PMR proxy data as performed by a 2016 study by CIGI & Chatham House.50

While the PMR Indicators database reports on a wide range of regulatory activity beyond just those that determine data restrictiveness within countries, the database also provides several PMR sub-indicators that more narrowly capture restrictions on data flows. PMR “medium-level” sub-indicators distinguish more specific types of regulation. “Low-level” indicators refer to the narrowest ranges of regulatory activity observed, further breaking down OECD’s medium level indicators of PMR into more specific subjects. Pre-2018, DRI is calculated using the two medium-level indicators “Administrative Barriers to Startups” and “Administrative and Regulatory Opacity.” For 2018, DRI is calculated using five low-level PMR sub-indicators: “Assessment of Impact on Competition,” “Interaction with Interest Groups,” “Complexity of Regulatory Procedures,” “Barriers in Service Sectors,” and “Barriers in Network Sectors.” These five fully comprise the two medium-level indicators, “Simplifications and Evaluations of Regulations,” and “Barriers in Service and Network Sectors,” which are preferred due to their correlations with pre-2018 data and overlap of regulatory activity.

ITIF’s method of calculating DRI for 2018 had to adjust for a change in how the OECD reported the PMR index and sub-indicators. This was necessary to ensure the model’s use of PMR data was consistent with pre-2018 data and measurements. To do this, our model selected several PMR sub-indicators based on correlation trends between the pre-2018 years of DRI and between DRI and overall PMR of the same year, as well as by the content of sub-indicators that most specifically relate to regulations that restriction data flows. (Appendix B, equation 1 provides the details of the calculation to form DRI measurements pre-2018, whereas equation 2 provides the calculation used for 2018 DRI. Table 1 presents correlation trends that further justify the selection of sub-indicators).

Data-Intensity Modifier

ITIF’s model assumes that data restrictions have greater effects on economic industries that are more reliant on data and data-related tools and services. 2018 studies by ECIPE provide best practices for calculating the data intensity of industries and using those scores to estimate industry-level.51 A data-intensity modifier (DIM) following this methodology is calculated by
selecting a country exogenous to the model, the United States, for a given reference year. For each industry noted in the KLEMS categorization, we calculate a DIM using 2013 U.S. Census ICT Survey data on noncapitalized software expenditure and 2013 Bureau of Labor Statistics (BLS) employment data by industry to calculate the ratios of data-related service expenditures per worker in each industry (figure 1).

DIM ratios (computed in equation 3, Appendix B) measure data intensity between industries and enable us to weight national DRI measurements in countries over time at the industry level. This allows the model to assess the straightforward point: that more data-intensive industries are more economically impacted by data restrictions than are non-data-intensive ones. And while calculating DIM exogenously helps control for issues of endogeneity within countries’ downstream industries, the model further assumes equal technologies between countries. However, that assumption is commonly made among the literature of econometric modeling on this subject and is of less concern when the set of countries within a regression model are all economically developed ones.

**Figure 1: Data intensity by KLEMS industry (as log of noncapitalized software expenditure per worker)**

![Data Intensity by Industry](image)

**Data Restrictiveness Linkage and Regression Modeling**

Lastly, the model develops a composite index—the data restrictiveness linkage (DRL)—linking the measurement of national data restrictiveness in a given year to the data-intensity of a given industry to produce observations in terms of country-year-industry. The DRL is the independent variable tested in regression modeling against economic performance observed at the level of country-year-industry. Equation 4 of Appendix B (also below) provides the calculation for a given country-year-industry’s DRL, which is simply the product of DRI and DIM.52
The model is used to test three separate regressions modeling trade outputs, prices, and productivity to examine the economic impact national data restrictions have on downstream industries. Dependent variable data at the level of country-year-industry is most widely provided by the EU-KLEMS database, from which we select three measurements to be regressed against DRL: gross output volume (GOV) to indicate trade activity (equation 5), TFP to indicate economic productivity (equation 6), and price index based on value added to indicate prices of goods and services (equation 7).

While OECD PMR data allows 46 countries to be sampled, the constrained availability of data in the EU-KLEMS database means that industry-level trade data is limited to 28 developed OECD member nations. These 28 countries include in both OECD and EU-KLEMS data comprise the set of countries included in regression analysis. The downside is this omits many developing and non-OECD countries. However, the model’s core components (DRI and DIM, and the impact they have on trade volumes, prices, and productivity) can be applied to any country, as they are representative estimates of data usage and the effect of restrictions (such as in Russia, China, and Indonesia). Equations 5, 6, and 7 provide the full regression models used to produce results shown in table 2.

(5) [Trade Volume Regression: Volume of Gross Output Traded using 2010 Reference Prices (GOV)]

\[
\ln(\text{GOV}_{xyt}) = \phi + \theta \cdot \text{DRL}_{x,y,t-1} + \delta_{xt} + \gamma_{yt} + \varepsilon_{xyt}
\]

(6) [Productivity Regression: Total Factor Productivity]

\[
\ln(\text{TFP}_{xyt}) = \phi + \theta \cdot \text{DRL}_{x,y,t-1} + \delta_{xt} + \gamma_{yt} + \varepsilon_{xyt}
\]

(7) [Prices Regression: Aggregate Price Index for Valued Added on Industry Goods and Services (PVA)]

\[
\ln(\text{PVA}_{xyt}) = \phi + \theta \cdot \text{DRL}_{x,y,t-1} + \delta_{xt} + \gamma_{yt} + \varepsilon_{xyt}
\]

\(\text{GOV}_{xyt}, \text{PVA}_{xyt}, \text{TFP}_{xyt}\) are the economic measurements for a given country-industry-year. \(\phi\) is the equation intercept (\(\beta_0\) estimate in log-linear regressions). \(\theta\) is the coefficient of DRL (\(\beta_1\) estimate in log-linear regressions). \(\text{DRL}_{x,y,t-1}\) is the DRL for a given country-industry-previous year. \(\varepsilon_{xyt}\) represents the equation error term. The model further controls for issues of endogeneity by implementing a time lag, wherein economic indicators in a given year are regressed against the DRL of the previous year. Change in economic performance is also not often immediately observable in the year new policy is enacted, further supporting a time lag. Lastly, this model provides controls so that regression results of DRL’s impact on GOV, PVA, and TFP are accurately estimated by providing fixed effects for country-year and industry-year level. Fixed effects are added based on best econometric practice and control for the many country-, time-, and industry-specific factors not able to be accounted for that assuredly affect GOV, PVA, and TFP.
These dependent variables are taken as natural logs to be regressed because log-linear regression coefficients best estimate the percentage changes associated with unit changes in the independent variable of interest.

**General Model Results: Data Restrictiveness Has a Significant Impact on Prices, Trade, and Productivity**

The model shows that restricting data flows has a statistically significant negative impact on an economy. Table 2 provides greater statistical detail on regression results. All coefficient estimates are statistically significant above the 90 percent confidence level, with PVA having an estimate p-value just above 0.05 (95 percent confidence level). TFP and GOV, however, are both highly statistically significant above the level of 99 percent confidence. Interpreting the coefficient estimates of DRL by the log-linear regression interaction provides the percentage changes in GOV, TFP, and PVA associated with a one unit increase in a country’s DRI.

**Table 2: Regression results**

| Dependent Variable | Coefficient Estimates of Data Restrictiveness Linkage | Pr(>|t|) | Standard Error | Number of Observations | R-Squared |
|--------------------|--------------------------------------------------------|---------|----------------|------------------------|-----------|
| ln(TFP)            | -0.02918 ***                                           | 0.000937 | 0.0088         | 1691                   | 0.1165    |
| ln(PVA)            | 0.01448*                                               | 0.063356 | 0.0078         | 2351                   | 0.2271    |
| ln(GOV)            | -0.07306***                                            | 0.000005 | 0.018          | 1990                   | 0.9496    |

Note: Robust standard errors in parentheses, *** p<0.001, ** p<0.05, * p<0.1

*Source: Authors.*

Restrictions on data flows are most strongly associated with a decrease in GOVs. Gross output measures the total amount of goods and services traded, including both final and intermediate output. By interpreting the regression coefficient -0.073, the model finds that on average, a 1.0 unit increase in a country’s DRI (from the sample of 28 OECD member countries) is associated with a 7.05 percent decrease in its gross output traded. This naturally gives a relationship between data restrictions and gross output that is higher than a more traditional measurement of economic growth such as gross domestic product (GDP), which accounts for only final outputs produced. Loss in gross output surely still indicates a loss in GDP, but by a notably smaller proportion given that GDP excludes measurement of intermediate outputs. While the highest data-intensive industries identified in the model would be most affected, such as Telecommunications or Other Business and ICT, nearly every single sector of economic activity requires some usage of data to facilitate trade, from mining to retail to construction.

More significant data restrictions also artificially increase the prices (and reduce the supply) of goods and services that rely on data, such as data analytics, targeted advertising, and software used to manage global workforces, product networks, and supply chains. The model estimates
that countries that restrict data transfers experience lower trade volumes, leading to increased prices of goods due to reduced supply. Data localization may also force a more-innovative and price-competitive service provider from the market, thus allowing a more expensive or inferior product to seize market share.

Over five years, a one-unit increase in a country's DRI is associated with a 7 percent decrease in its gross output traded, a 2.9 percent decrease in productivity in downstream industries, and a 1.5 percent increase in prices among the goods and services those industries provide.

The regression model's results support this intuitive analysis of the trade and economic impact resulting from countries' data localization policies. The model finds that a one-unit increase in a country's DRI is associated with a 1.5 percent increase in the prices of goods and services that downstream industries produce (in aggregate, over five years). This result means that as data becomes more heavily restricted, the remaining output among industries becomes more expensive to consumers than would otherwise be expected in a scenario wherein there exists free flows of data and data-driven goods and services.

Data and data-driven tools are increasingly important determinants of productivity, which is essential to long-run economic growth. Estimating TFP helps policymakers understand how efficient industries are at using their production inputs and how innovative those industries are at utilizing new technologies. Our regression modeling on TFP finds that a one-unit increase in a country's DRI is associated with a 2.9 percent decrease in productivity in downstream industries. This negative productivity shock can cause GDP to decrease, with a 2.9 percent decrease in a country's productivity translating to notable losses in living standards and economic growth. Without access to the most competitive and innovative data-related inputs, firms must use available labor and capital less efficiently, which reduces productivity and, of course, translates into decreased economic growth at the national-economy level.

**Specific Model Results: China, Indonesia, Russia, and South Africa All Suffer From Data Restrictiveness**

Applying the model’s statistically significant relationships on data restrictiveness, lower productivity, less trade, and higher prices allows one to estimate the economic costs in countries of interest beyond the OECD sample set. While the model’s findings on the relationships between increased data restrictions and changes in TFP, PVA, and GOV are identified in the context of developed OECD countries, the model’s findings still have value in being applied to countries beyond this context, given the degree of statistical significance identified in variable relationships and the lengths of controls placed in the model via multiple fixed effects. Since econometric modeling using a proxy variable (DRI, and in turn, the compositive index DRL) is not an exact measurement of national data restrictions per country, some countries may naturally be underestimated or overestimated. Proxies are further constrained in their extended application by the availability of data for observations outside a studied sample. However, analysis of a proxy variable still identifies significant trends in data on average.

ITIF selected four nations—China, Indonesia, Russia, and South Africa—whose DRI and changes in DRI (between 2013 and 2018) strongly support qualitative findings of expanded data restrictions in this report and are therefore known to be well fitted by the proxy variable used.
The countries listed in table 3 all have data in the OECD’s PMR database for both 2013 and 2018 (the most recent years available), allowing us to calculate their changes in DRI over that time (unfortunately, there isn’t data for India for both years, otherwise it would also be added). The ranking includes all 46 countries with DRI able to be calculated between 2013 and 2018 (where a rank of first indicates the most data restrictiveness). Figures 2 and 3 of Appendix B details 2013 and 2018 rankings for these 46 countries. By multiplying the changes in DRI observed between 2013 and 2018 by the percentage changes in GOV, TFP, and PVA associated with a unit increase in DRI, the model can estimate the economic costs borne by countries that imposed additional restrictions on data (model produces an aggregate total for 2013 to 2018).

Changes in the DRI ranking align with the report’s analysis and listing of data localization measures. China was the most restrictive country in both 2013 and 2018. Over those six years, China’s DRI increased by 0.25 points. Our econometric analysis estimates that over five years, these restrictions decrease output by 1.7 percent and productivity by 0.7 percent and leads to a 0.4 percent rise in prices among downstream industries.

Table 3: Economic costs of case studies due to changes in DRI

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>3.88</td>
<td>1st</td>
<td>4.13</td>
<td>1st</td>
<td>0.25</td>
<td>-1.7%</td>
<td>-0.7%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Indonesia</td>
<td>2.03</td>
<td>19th</td>
<td>3.14</td>
<td>4th</td>
<td>1.11</td>
<td>-7.8%</td>
<td>-3.2%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Russia</td>
<td>1.38</td>
<td>39th</td>
<td>2.08</td>
<td>12th</td>
<td>0.70</td>
<td>-4.9%</td>
<td>-2.0%</td>
<td>1.0%</td>
</tr>
<tr>
<td>South Africa</td>
<td>2.17</td>
<td>16th</td>
<td>3.47</td>
<td>2nd</td>
<td>1.30</td>
<td>-9.1%</td>
<td>-3.7%</td>
<td>1.9%</td>
</tr>
</tbody>
</table>

Note: DRI rankings are based out of 46 countries maintained in both 2013 and 2018 within the OECD “Indicators of PMR” database. As a result, this ranking excludes notable countries such as India and Argentina.

Source: Authors.

Indonesia, Russia, and South Africa are all notable cases that reflect their growing interest in enacting barriers to data flows in recent years. Both Indonesia's and South Africa's DRI rankings increased by 1.0 point between 2013 and 2018. These two countries face the most significant marginal losses by changes in data restrictiveness policy over this time span. The model estimates that over five years from 2013 to 2018 (cumulatively), South Africa's volume of gross output fell by 9.1 percent, productivity fell by 3.7 percent, and prices rose by 1.9 percent due to increased restrictions imposed on data flows.

For Indonesia, the model estimates that over the five years, its more-significant data restrictions reduced GOVs by 7.8 percent, lowered productivity by 3.2 percent, and raised prices by 1.6 percent. In the case of Russia, its heightened data restrictions between 2013 and 2018 cost an
estimated 4.9 percent reduction in trade volume, a 2.0 percent reduction in productivity, and a 1.0 percent increase in prices of goods and services on average nationally.

These losses in trade and productivity due to increased data restrictiveness held back these countries’ potential economic growth. Had South Africa and other countries not enacted more restrictions on data, their economies would not have suffered the expensive marginal costs of data localization estimated by the model.

RECOMMENDATIONS TO BUILD GLOBAL DATA GOVERNANCE AND CONSTRUCTIVE ALTERNATIVES TO DATA LOCALIZATION

Building an open, rules-based, and innovative global digital economy will depend on a small group of proactive and ambitious countries working together. This path ahead reflects the fact that there is no global forum for cooperation and progress on data issues—and nor should there be at this stage. Former Japanese prime minister Abe deserves a lot of credit for putting data governance and localization on the global agenda with his concept for “data free flow with trust,” which is a vision wherein openness and trust exist in symbiosis, not as contradictions.53 However, it is still conceptual and has not been defined.

Countries that support this goal will need to work together to develop new norms, rules, cooperation mechanisms, and agreements to address legitimate concerns raised by cross-border data flows while supporting the free flow of data. These initiatives can then form the foundation for broader debate, adaptation, and adoption to expand to more issues and countries. It will be challenging to develop a common agenda, even among core countries such as Australia, Canada, Chile, Japan, New Zealand, Singapore, the United Kingdom, and the United States. It will be difficult, if not impossible, to make meaningful progress in any forum that involves China, Russia, and others that support digital protectionism and control. It’s hard to include Europe given its inability to genuinely engage and collaborate with counterparts unless its privacy preferences prevail over everyone else’s.

This section outlines key recommendations to build global data governance. It starts by providing high-level recommendations.

Recommendations on data governance best practices:

- Governments should provide multiple mechanisms for the cross-border transfer of personal data. These mechanisms should be accessible to firms of all sizes. Countries should explicitly mention acceptable frameworks and standards for transfers.
- Governments should encourage businesses to improve transparency on how they manage data, including on a global basis, such as by regularly disclosing information about government requests for data.
- Governments should support global, market-led, voluntary, and consensus-based efforts to develop and use data and digital technology standards, such as via multistakeholder forums and intergovernmental forums (e.g., OECD).
Governments should protect cloud-based government data and services by ensuring that cloud providers are audited and certified against national and international standards, sector-specific regulations (such as health care and financial), national certifications (e.g., U.S. FedRAMP, Germany C5, Australia IRAP), and global accreditations (e.g., ISO 27001 and ISO 27018).54

Developed economies should provide technical assistance and capacity-building assistance to developing economies to help them build their data governance framework.

Recommendations to support digital free trade and counter digital protectionism:

- Support an ambitious outcome on data flows at the e-commerce negotiations at the WTO, including an explicit prohibition on data localization and narrow and detailed exceptions. The United States and others should exclude China and Russia and others that do not support ambitious outcomes. A weak result may be worse than no deal at all.
- To create reciprocity, policymakers from digital free-trade countries should develop new countermeasures against countries that enact data localization and other digital protectionist measures. Firms from digital protectionist countries shouldn’t benefit from open digital markets.
- Policymakers should encourage national, regional, and global organizations to conduct detailed surveys about the impact of data localization and other barriers to cross-border data transfers.55
- Digital free-trade countries should advocate for transparency and good regulatory practices as part of trade agreements, such as allowing parties to request the publication of impact assessments to ensure that digital regulations are appropriate, proportionate, and effective.

Build Interoperability Into Global Data and Digital Economy Governance

Policymakers should put the concept of “digital interoperability” at the center of their strategy for developing rules for the global digital economy. Interoperability means that countries enact laws to address data privacy, cybersecurity, and other issues in broadly similar ways so that they each provides a similar level of protection or similarly addresses a shared objective, even if their specific legal and regulatory frameworks differ. At its most fundamental level, interoperability is the ability for firms to transfer and use data and other information across applications, systems, services, and jurisdictions.56 Interoperability is the most realistic goal for global data governance. It accounts for the fact that countries have differing legal, political, and social values and systems, and there is no one law for any specific data-related issue.

**Policymakers should put the concept of “digital interoperability” at the center of their strategy for developing rules for the global digital economy.**

Interoperability is central, yet often invisible, to the integration of the global digital economy.57 Interoperability depends on governments, businesses, and other stakeholders developing common ways to mitigate risks and address shared concerns. Interoperability has many benefits. It supports innovation, competition, and consumer choice as it facilitates access and development of more data and data-driven services, which reduces barriers to market entry.58 It
improves regulatory outcomes and trust as jurisdictions with similar legal concepts and approaches address issues that arise from cross-border data flows similarly (thus avoiding regulatory conflict, arbitrage, and avoidance). In this way, interoperability supports reciprocity given regulatory compatibility.\textsuperscript{59} Interoperability can also build trust between trading partners, as they have some assurance that counterparts won’t use data localization to target their firms, and their firms’ digital products, unfairly.

While data privacy is a critical focal point for the concept of interoperability, it extends much further to cybersecurity, payment services, financial oversight, and any number of digital processes and services that relate to trade.\textsuperscript{60} What interoperability looks like in practice depends on the specific sector and policy concern. Stakeholders working to build interoperability in the global digital economy should look to develop and use different tools at different technological layers and levels of integration (figure 1).

\textbf{Figure 1: The different layers of global digital interoperability}

At the first stage, stakeholders can build policy interoperability by supporting early research and discussions about potential best practices (such as to address bias, violent content online, certain uses of AI, e-identity, e-invoicing, or other issues) and joint pilot projects and regulatory sandboxes to test potential regulations. All stakeholders (government, private sector, academia, and others) should have the opportunity to participate, given these early discussions represent brainstorming and the testing of regulatory ideas.

At the second stage, stakeholders can build technical interoperability so that data and digital services can move across jurisdictions, and between different applications and infrastructure, with straight-through processing—that is, processing data and digital services without additional human intervention. Otherwise, differential and restrictive regulations can prevent technical systems from working across borders. Application Programming Interfaces (APIs) and international standards are two key tools that create common protocols and specifications that allow different services and applications to connect and work across jurisdictions.\textsuperscript{61} For example, the International Organization for Standardization and the International Electrotechnical Commission joint committees are developing standards to facilitate technology interoperability,
including of AI, big data, and Internet of Things systems. Digital economy agreements cite specific international standards to ensure interoperability between payment systems. There are also initiatives such as the U.S. National Institute of Standards and Technology’s Cybersecurity Framework and APEC’s Cybersecurity Workstream that seek to build a risk- and standards-based approach to cybersecurity.

At the third stage, stakeholders can build network interoperability so multiple parties can connect their individual systems to a broader network to ensure seamless processing. Much like the Internet, networks need common rules and regulations to support reliability and access. For example, payment network interoperability involves bilateral agreements and connections (e.g., between a payment network and a central bank or a remittance provider) to provide processing across multiple networks for complex cross-border transactions.

At the fourth and final stage, governments build regulatory interoperability through mutual recognition agreements between countries, recognizing other countries’ respective regulatory approvals or certifications as valid in their own country, and explicitly referencing specific standards and legal frameworks (such as APEC CBPR).

Pursue New Digital Economy Agreements and Mechanisms for Cooperation

The global digital economy is in dire need of new rules to protect digital trade and data flows. However, these rules are not sufficient given how fast technology and regulatory requirements change. Technology and associated business models outpace traditional trade agreements and domestic regulations related to data and digital trade. This mismatch in speed will continue. Digital trade needs early and ongoing engagement to ensure regulatory interoperability, both now and in the future. It is the reverse approach in Europe—rush to regulate and restrict and then consider international implications (when reforms to address barriers to trade are hard to do). Digital trade cannot be just one and done as in traditional trade negotiations. Digital economy agreements should be living agreements. Countries such as Canada, Japan, the United States, and others that support an open, innovative, and integrated global digital economy should join or emulate the digital economy agreements Australia, Chile, New Zealand, and Singapore have negotiated.

Digital economy agreements combine legally binding and enforceable commitments on well-known digital trade issues (such as data localization) and soft commitments to cooperate on emerging regulatory issues (via memorandums of understanding (MOUs)). They can adjust to the changing nature of digital trade, technology, and regulation. This involves proactively bringing domestic regulatory agencies into trade discussions when they are only just starting to think about new rules for digital issues. The nonbinding nature of the cooperation enables experimentation and allows partners to address new problems quickly without getting distracted by the horse trading involved in traditional trade negotiations.

Digital economy agreements represent a flexible and accessible approach to building interoperability between digital economies at varying levels of development. In particular, the Chile-New Zealand-Singapore Digital Economy Partnership Agreement (DEPA) and its modular structure for its various issue (AI, e-identities, data flows, open data, fintech, e-invoicing, etc.) areas are open to all who can meet its ambitions. Canada and Korea have expressed interest in joining. Just as APEC’s early and ongoing digital economy discussions built the foundation for the ambitious digital rules in the Comprehensive and Progressive Agreement for Trans-Pacific
Partnership (CPTPP), so too can these digital economy modules provide the basis for new norms and rules.68

Digital economy agreements raise different challenges to traditional trade negotiations. Mainly, they require genuine buy-in from regulatory agencies to work with their trade colleagues and their foreign counterparts. MOUs and soft commitments to cooperate in trade agreements are a dime a dozen. The benefits of digital economy agreements depend on parties bringing the commitment to cooperate to life. For example, Australia and Singapore have already done a joint study to identify ways to cooperate on new digital standards. They are also developing pilot projects for shared e-identify and e-invoicing policies.69

The benefits of digital economy agreements are harder to quantify than are the econometric modeling of tariff cuts in traditional trade agreements. Firms benefit from the certainty of knowing they can transfer data as part of cross-border digital trade and innovation. In the long term, firms also benefit from early regulatory interoperability by avoiding barriers to digital trade related to new laws. Regulatory engagement also builds trust and confidence among regulators (and consumers) that trade commitments on data do not impede regulatory responsibilities (for privacy, etc.) and can improve oversight as it allows information sharing and joint investigations.

**Support Data-Driven Health Research via Interoperability Frameworks**

Countries that recognize the value in supporting data-driven health research should work together to create domestic and international frameworks to facilitate the reasonable, responsible, and ethical cross-border sharing of health and genomic data. Data-driven health services and research holds enormous societal and economic benefits. From screening chemical compounds to optimizing clinical trials to improving post-market surveillance of drugs, the increased use of data and better analytical tools such as AI hold the potential to transform drug development, leading to new treatments, improved patient outcomes, and lower costs.70

Yet, health and genomic data are among the most common targets of data localization.71 Health data requires specific attention, as it often involves sensitive personal data. However, enacting overly severe restrictions on its use does nothing to help improve health outcomes. For example, multiple joint EU-U.S. health research initiatives have ended or been severely restricted due to the EU’s GDPR.72 A growing number of health firms and researchers have called for governments to step in as restrictive data privacy rules prevent cross-border health research. For example, in February 2020, leading health researchers called for an international code of conduct for genomic data following the end of their first-of-its-kind international data-driven research project that ran into significant issues when using data centers across various regions.73

Policymakers should create clear rules and frameworks to allow people, firms, universities, and public agencies to share health data. For example, the Global Alliance for Genomics and Health brings together hundreds of health care, university, and biopharmaceutical and technology companies to create ways to enable the responsible, voluntary, and secure sharing of genomic and health-related data.74 The World Economic Forum’s Breaking Barriers to Health Data is also working to build a pilot project that uses federated data systems to share genomic data.
Use APEC’s Cross-Border Privacy Rules to Build a Global Data Privacy Framework

Australia, Canada, Japan, Singapore, the United States, and others interested in developing a high-standard framework for data protection and digital trade should use APEC’s Cross Border Privacy Regime to create a global interoperable model for data governance.

Europe’s push for harmonization—that every country adopt its ever-shifting and restrictive approach to data privacy—is misguided and untenable in the long term. There is no single data privacy law. Countries should ignore European privacy officials’ critical view of interoperability, which threatens their strict adherence to privacy fundamentalism. There is no way every country will harmonize rules on government surveillance, government access to data, and data privacy. As U.S. Deputy Assistant Secretary for Services Christopher Hoff tweeted, “A lot of awesome things about the GDPR but there have been 13 adequacy decisions in the past 26 years and one keeps getting knocked down. So interoperable frameworks ... have to be the future.”

APEC’s CBPR is an accountability-based mechanism that facilitates privacy-respecting data flows. Firms must implement a set of data privacy policies consistent with the APEC Privacy Framework, such as those on accountability, notice, choice, collection limitation, integrity of personal information, uses of personal information, and preventing harm. An APEC-approved accountability agent audits and certifies companies meet these commitments. Each CBPR member country’s data privacy agency is responsible for enforcement. Despite being in place for some years, CBPR is still in its early stages, with only around 40 certified companies, such as Apple, Cisco, IBM, Tencent (their Singapore entity), and Mastercard. Thus far, Australia, Canada, Chinese Taipei, Japan, Mexico, Singapore, South Korea, and the United States have joined CBPR.

Countries that recognize the value in supporting data-driven health research should work together to create domestic and international frameworks to facilitate the reasonable, responsible, and ethical cross-border sharing of health and genomic data.

Existing CBPR members should open CBPR to non-APEC members so it can become a global (rather than regional) model for data governance. The United States has proposed this. CBPR would be attractive to a diverse range of countries. Other APEC and non-APEC countries could join the system, the benefits of which would grow with each new member. The Philippines is already in the process of joining CBPR. Adding Brazil, Chile, Colombia, New Zealand, Peru, the United Kingdom, and others would make it a global framework. A global CBPR would be attractive to governments as it would focus on core principles and accountability (rather than strict legal harmonization), recognizing that there is no one-size-fits-all approach to privacy. CBPR certification would also be attractive to firms as it would mean that they would essentially be subject to one privacy regime for data transfers between all CBPR members. It would provide enormously valuable economies of scale in terms of incentivizing firms to undergo certification.

The United States and others would need to create a new CBPR outside of APEC, as China and Russia would likely oppose efforts to make reforms within APEC (even though they are not members of CBPR). CBPR would essentially become a global data privacy certification mechanism that countries could recognize as a valid legal transfer mechanism in domestic laws.
(as Bermuda has done, even though it is not in APEC). Ultimately, a new global CBPR also presents an opportunity for Australia, Japan, the United States, and others to bring to life a clear alternative data governance model to the EU’s restrictive GDPR and China’s model of digital control and protectionism.

**Build a Framework for Government Access to Data**

Like-minded, value-sharing democratic countries should work together to develop a “Geneva Convention for Data” to establish common principles, processes, and safeguards to government access to data. Such an agreement could also settle questions of jurisdiction, establish rules of transparency, create better cooperation for legitimate law enforcement requests, and limit unnecessary access to data by governments. Like-minded countries need to find a way to develop a common approach that balances privacy, trade, law enforcement, and national security interests, as concerns about mass government access to data underpin many data localization proposals worldwide.

The Snowden revelations about U.S. government surveillance created the first major wave of data localization proposals. Since then, concerns—real and imagined—about foreign government access to data have led to greater data localization worldwide, even if these concerns are often selectively and hypocritically applied (such as in Europe). Concerns about Chinese government access to data is motivating a second wave of restrictions.

A new global CBPR also presents an opportunity for Australia, Japan, the United States, and others to bring to life a clear alternative data governance model to the EU’s restrictive GDPR and China’s model of digital control and protectionism.

Government access to data, especially for national security-related surveillance, is an extraordinarily sensitive issue. Despite its sensitivity, a tightrope to progress has appeared. In 2021, the G7 put the issue on its agenda and tasked OECD to provide research and advice, including a comparative assessment of frameworks that will hopefully identify commonalities, conflicts, and gaps. This is enormously useful and will hopefully provide the basis for constructive discussions.

The best chance of developing a common approach would be via a small group of democratic, rule-of-law countries—brought together due to shared values and interests and a commitment to digital innovation—to discuss pragmatic ways to balance competing equities, including privacy expectations, national security concerns, economic interests, and democratic values. The goal would be to move away from creating nation-based clouds and instead move toward value-based clouds. It would be pragmatic by creating common oversight and accountability measures to reduce costs and improve trust. Ideally, any such Geneva Convention for Data would settle questions of jurisdiction; set common terminology, safeguards, and remedies; improve accountability and transparency; provide some independent oversight; and increase cooperation and understanding between national security, data protection agencies, and the broader public.
Focus on Access, Not Location: Support Financial Regulatory Oversight and Data Flows

Australia, Japan, Singapore, the United Kingdom, and the United States should develop a financial data governance strategy to advocate that financial, banking, securities exchange, and payment regulators focus on access to data rather than where it’s stored.

Financial data is among the most targeted categories for localization. Yet, in the logical end state where many countries enact localization, all will be hampered because today’s global digital economy means there will inevitably be cross-jurisdictional data. Several enlightened financial regulators—usually reticent to give up any semblance of control—have worked with their trade officials and foreign counterparts on new legal frameworks and mechanisms for cooperation. The goal is to support cross-border data flows while ensuring they still have access to data for oversight purposes.81

Like-minded, value-sharing democratic countries should work together to develop a “Geneva Convention for Data” to establish common principles, processes, and safeguards to government access to data.

Recommendations:

▪ Leading countries and their regulators need to develop a global financial data strategy to create “trust” mechanisms between financial regulators to ensure financial oversight does not impede financial data flows and innovation. Financial regulators from Australia, Singapore, the United Kingdom, and the United States demonstrate how this can be done via new MOUs that provide certainty about regulatory responsibilities, improve cooperation between regulators, and give assurances to firms that financial data can move freely.82

▪ Leading countries should advocate for clear and detailed financial data governance and transfer rules in trade agreements, such as in the U.S.-Mexico-Canada Trade Agreement and the Australia Hong Kong Free Trade Agreement.83

▪ Build out the G7’s role as a central forum for leading countries and institutions to manage shared concerns about financial data flows and governance. It already involves leading governments and institutions, such as the Financial Stability Board, the Bank for International Settlements, and the International Monetary Fund.

▪ Leading countries should pursue greater bilateral engagement to help encourage as many countries as possible (and not in the G7/G20) that the same principles and processes are relevant. Building understanding among financial regulators through engagement, workshops, and conferences will be a slow process. Still, it is essential to get them onboard with enacting the proper framework for managing financial data across jurisdictions.

Improve Mechanisms to Help Law Enforcement Make Cross-Border Requests for Data

The globalization of criminal evidence should drive reforms regarding how law enforcement can access communications and other records in other countries as part of legitimate investigations while abiding by privacy and human rights protections. Criminals should not escape the law simply because police cannot access the data they need efficiently. Unfortunately, in the
absence of updated legal mechanisms, there is the potential for a legal arms race calling for mandatory data localization requirements, which will ultimately hurt all law enforcement efforts to deal with what is a global problem. The following recommendations proceed along a sliding scale from least to most advanced, depending on the country and its situation.

Countries such as India and Indonesia should review and reform domestic legal frameworks to enable more efficient cross-border access. For example, the EU’s “e-evidence” proposal streamlines cooperation between service providers and law enforcement in the bloc. Central to this effort would be a working group with diverse stakeholders, including representatives from different government departments, the private sector, civil society organizations, researchers, and experts in international law to formulate reforms and model data transfer agreements. There are various issues involved in improving legal cooperation and compatibility: the standard of proof, authorized authorities and the judicial or independent validation of requests, necessity and proportionality, the ability for service providers to challenge requests, the types of crimes covered, and others.

Countries should pay attention and provide the necessary resources to improve existing legal processes and treaties, as existing legal processes and treaties are out of date, needlessly complex, and often delayed due to poorly resourced local agencies. At the moment, MLATs remain the dominant international framework for enabling cross-border data access. The MLAT process is not working well. For example, the U.S. government can take up to 10 months to complete MLAT requests (leading to a massive backlog), while requests from the United States to Ireland take only 15 to 18 months. Meanwhile, some countries take years to respond to requests, while others, such as Russia, often do not respond at all.

Countries should sign on to the Budapest Convention on Cybercrime—the world’s first cybercrime treaty, negotiated 20 years ago—and support ongoing efforts to improve it via a new (second) protocol. This new protocol would help law enforcement agencies secure evidence from service providers in foreign jurisdictions. The proposed language of the second protocol focuses on five major provisions: language of requests, videoconferencing, emergency mutual legal assistance, direct disclosure of subscriber information, and giving effect to foreign orders for the expedited production of data.

Criminals should not escape the law simply because police cannot access the data they need efficiently. Unfortunately, in the absence of updated legal mechanisms, there is the potential for a legal arms race calling for mandatory data localization requirements.

At the most advanced stage, countries should consider new legal mechanisms that make the exchange of data for law enforcement purposes more efficient while still providing privacy and other safeguards. For example, the EU-U.S. Umbrella Agreement, the EU-U.S. Terrorist Finance Tracking Program Agreement, and the U.K.-U.S. CLOUD Act executive agreement represent useful models. They incorporate commonly recognized global privacy principles while accounting for local interpretation and different legal structures. And overall, they work without impeding data flows.

The United States should pursue more CLOUD Act agreements, just as other countries should consider reforms to allow them to enter negotiations. The United States’ first CLOUD Act
agreement with the United Kingdom established a baseline for talks with Australia and the European Union. They provide a lawful mechanism for law enforcement in either the United States or the other signatory to request data directly from a service provider in the other country without going through the mutual legal assistance process. CLOUD Act agreements do not give law enforcement agencies any new legal authority to acquire data. They simply help like-minded, rights-respecting countries improve the exchange of data for legitimate law enforcement investigations. Furthermore, the United States has made clear that it wouldn't pursue CLOUD Act agreements with countries that do not respect the rule of law and fundamental human rights.

CLOUD Act agreements are in everyone's best interest. They minimize potential conflicts of law between countries, thus providing legal certainty for both firms and law enforcement agencies. If anything, non-U.S. law enforcement agencies benefit more from CLOUD Act agreements, as many of the world’s leading service providers are American. It helps firms because it is a clear, efficient framework. The CLOUD ACT is also a direct tool to counter data localization. It requires DOJ to provide a written certification that a country "demonstrates a commitment to promote and protect the global free flow of information and the open, distributed, and interconnected nature of the Internet."

CONCLUSION
Data-driven innovation and digital trade are only going to become more central to the global economy. Governments need to update laws to address legitimate data-related concerns that arise, but this should be done in a considered way so that people, firms, and governments can maximize the enormous societal and economic benefits of data and digital technologies. Restricting the movement of data does nothing to help improve societal or economic outcomes. The recommendations show how like-minded countries can develop shared governance arrangements that can work across legal systems, create reciprocity and nondiscrimination, and build-in independent redress and oversight, all the while allowing data flows.

Meanwhile, digital protectionists and scofflaws such as China and Russia refuse to support digital free trade or join global efforts to improve law enforcement cooperation on cybercrime. What is particularly crucial is that countries that support shared digital governance need to dedicate far more resources to help the many "swing states" that have not enacted localization and have not yet decided to follow the EU or China’s model of restrictions and control. The success or failure of this engagement and these new agreements and legal mechanisms will go a long way toward shaping the Internet of the future and whether it remains open, integrated, and innovative or closed, fragmented, and based on state control.
APPENDIX A: LIST OF DATA LOCALIZATION MEASURES

This a comprehensive list of explicit, de facto, and proposed data localization policies around the world, organized by specific region, and in some cases, country.

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Data</th>
<th>Data-Localization Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cote-d’Ivoire</td>
<td>Personal Data</td>
<td><strong>Indirect and De Facto Localization</strong>&lt;br&gt;2013: Cote-d’Ivoire enacted privacy laws which required firms to get pre-approval from the regulator before processing personal data outside of the Economic Community of West African States (ECOWAS, which includes 15 member countries, ranging from Benin, Ghana, Liberia, Mali, Niger, Nigeria, and Senegal).</td>
</tr>
<tr>
<td>Ghana</td>
<td>Health and Genomic Data</td>
<td><strong>Direct and Explicit Localization</strong>&lt;br&gt;2019: Ghana enacted the Ghana Payment Systems Bill &amp; Guidelines, which among many other things, set out the requirements to obtain a payment systems operator license. In particular, it calls for: firms to establish a local entity, at least 30 percent local ownership, and for a board of directors that includes at least three Ghanaians, one of which must be the CEO. In July 2018, Ghana issued draft regulation that required all domestic transactions to be processed by the Ghana Interbank Payment and Settlement Systems Limited (GhiPPS, which is wholly owned by the Central Bank of Ghana). However, there was significant industry concerns, so the final implementing directive has not yet been issued.</td>
</tr>
<tr>
<td>Kenya</td>
<td>Personal Data</td>
<td><strong>Indirect and De Facto Localization</strong>&lt;br&gt;2019: Kenya’s Data Protection Act excluded explicit data localization provisions from in earlier drafts, but still included unclear and potentially restrictive provisions governing the cross-border transfer of personal information, such as explicit consent for transfers of “sensitive personal data” (a broad category) and that data controllers provide unspecified proof that personal data transferred abroad receives the same protection as if stored at home. Furthermore, it empowers a political official to prohibit the cross-border transfer of certain</td>
</tr>
</tbody>
</table>
categories of data, creating uncertainty for businesses. Regulations implementing these provisions are being developed.

Proposed Measures
2021: Kenya’s released draft data protection regulations (to implement the Data Protection Bill) requires firms to store data (a copy) and process data locally if the data processing is done “for the purpose of actualizing a public good.” This apparently includes managing an electronic payment systems licensed under the National Payment Systems Act; processing health data for any other purpose other than providing health care directly to a data subject; managing personal data to facilitate access of primary and secondary education; and management of a system designated as a protected computer system under the Computer Misuse and Cybercrime Act, 2018.  

2018: Kenya released a draft Data Protection Bill for comment that included a number of provisions that either directly or indirectly lead to data localization. Kenya’s Data Protection Bill (part VI, section 44) states: Every data controller or data processor shall ensure the storage, on a server or data center located in Kenya, of at least one serving copy of personal data to which this bill applies; The cabinet secretary shall prescribe, based on strategic interests of the state or on protection of revenue, categories of personal data as critical personal data that shall only be processed in a server or data center located in Kenya; and Cross-border processing of sensitive personal data is prohibited.  

2016: Kenya’s Communications Authority considered including data localization provisions within Kenya Information Communications (Cyber-Security) Regulations (2016). Article 10(1) required the hosting and storage of “public information” within Kenya.  

Direct and Explicit Localization
2015: Nigeria enacted broad data localization requirements as part of the Guidelines for Nigerian Content Development in ICT. Nigeria wants ICT companies to “host all subscriber and consumer data” and all government data inside the country.  

2011: The Central Bank of Nigeria enacted local storage and processing requirement for entities engaging in point of sale (POS) card services. Domestic transactions cannot be routed outside Nigeria for switching between Nigerian issuers and acquirers.
<table>
<thead>
<tr>
<th>Country</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rwanda</td>
<td><strong>Direct and Explicit Localization</strong>&lt;br&gt;2012: Rwanda enacted a regulation that all critical information data within government (website hosting, email hosting, shared applications such as Document management and e-archiving, and enterprise applications) should be hosted in their national data center.¹⁰⁷</td>
</tr>
<tr>
<td></td>
<td><strong>Indirect and De Facto Localization</strong>&lt;br&gt;2017: Rwanda’s telecommunications regulator fined MTN (a telecommunications company that is a subsidiary of South Africa’s MTN Group) US$8.5 million (10 percent of its annual turnover) for maintaining Rwandan customer data in Uganda and for running its IT services outside the country in breach of its license.¹⁰⁸</td>
</tr>
<tr>
<td>Senegal</td>
<td><strong>Direct and Explicit Localization</strong>&lt;br&gt;2021: Senegal announced that it will move all government data and digital platforms from foreign servers to a new national data centre in hopes of strengthening its digital sovereignty.¹⁰⁹</td>
</tr>
<tr>
<td>South Africa</td>
<td><strong>Direct and Explicit Localization</strong>&lt;br&gt;2018: The South African Reserve Bank imposed a moratorium prohibiting the migration of domestic transaction volumes from Bankserv (South Africa's bank-owned domestic payment switch) to international payment schemes. The South African Reserve Bank enacted the moratorium after it found out that domestic South African banks planned to move more of their transactions to global payment service networks. The moratorium was to be in place until a new policy was developed and enacted.¹¹⁰</td>
</tr>
<tr>
<td></td>
<td><strong>Indirect and De Facto Localization</strong>&lt;br&gt;2013: South Africa’s Protection of Personal Information Act (the POPI Act), which makes the transfer of personal information outside of South Africa subject to certain exceptions, which raise potential concerns about how these rules will be interpreted and enforced, as they could become de facto data localization tools, especially given its requirement for explicit consent for transfers.¹¹¹</td>
</tr>
<tr>
<td></td>
<td><strong>Proposed Measures</strong>&lt;br&gt;2021: South Africa’s “Draft National Policy on Data and Cloud” recommends data localization and local data processing for all data related to “critical information infrastructure” and data mirroring for personal data (for the purposes of law enforcement). It also states that all data generated in South Africa shall be the property of South Africa, regardless of the nationality of the firm involved in collecting it.¹¹²</td>
</tr>
<tr>
<td>Country</td>
<td>Type of Data</td>
</tr>
<tr>
<td>----------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Andorra</td>
<td>Indirect and De Facto Localization</td>
</tr>
<tr>
<td>Armenia</td>
<td>Indirect and De Facto Localization</td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>Indirect and De Facto Localization</td>
</tr>
</tbody>
</table>
| Belgium              | Direct and Explicit Localization | 2005: According to Companies Code – Article 463, the company register of shareholder and register of bonds must be kept at the office, or since 2005 can be stored electronically as long as they are readily accessible at said office.  
1992: According to the Income Tax Code – Article 315, income tax documents must be kept at the disposal of the office where they have been kept, prepared, or sent.  
1992: According to VAT Code – Article 60, VAT invoices must be stored in Belgium or another EU member state. |
<p>| Bosnia and Herzegovina | Indirect and De Facto Localization | 2006: According to the Law on Protection of Personal Data, personal consent, contractual necessity, or vital interest are needed to transfer personal data cross-border to a state deemed insufficiently secure. However, there is no specific list of which states Bosnia and Herzegovina views as secure, so the individual data controller is responsible for making this decision. |
| Bulgaria             | Direct and Explicit Localization | 2012: According to the Gambling Act, when applying for a gaming license all relevant data must be stored on a server in Bulgaria. Communications equipment and the central computer must be located in the EEA or Switzerland. |</p>
<table>
<thead>
<tr>
<th>Cyprus</th>
<th>Direct and Explicit Localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007:</td>
<td>Cyprus has failed to replace several restrictive provisions under the Directive on Data Retention, which was declared invalid by the Court of Justice of the European Union (ECJ). This directive required data operators to retain certain categories of traffic and location data (excluding the content of those communications) for a period between six months and two years and to make them available, on request, to law-enforcement authorities for the purposes of investigating, detecting, and prosecuting serious crime and terrorism.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Denmark</th>
<th>Direct and Explicit Localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007:</td>
<td>According to the Audit Act (section 45), financial records for government institutions must be stored domestically. This data can be stored abroad as long as a copy is made monthly and stored in Denmark.</td>
</tr>
<tr>
<td>2006:</td>
<td>According to the Bookkeeping Act (section 12), financial records must be stored either in Denmark or one of the Nordic countries.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>European Union</th>
<th>Indirect and De Facto Localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020:</td>
<td>The July 2020 decision by the European Court of Justice (ECJ) to invalidate the EU-U.S. Privacy Shield will have an immediate and potentially long-term impact on the thousands of organizations that relied on it to legally transfer data abroad. By making transfers of European personal data so costly and complicated, if not illegal, the European Union’s General Data Protection Regulation (GDPR) is becoming a de facto data localization requirement.</td>
</tr>
<tr>
<td>2019:</td>
<td>Originally announced in 2019, France and Germany have been spearheading a project titled “GAIA-X” that would create a European cloud system in an effort to claim “digital sovereignty” and end reliance on U.S. cloud companies. It is also portrayed as a “trusted cloud” for EU member states’ public data.</td>
</tr>
<tr>
<td>2018:</td>
<td>According to the General Data Protection Regulation, personal data may flow freely between European Economic Area (EEA) states as well as select states deemed sufficiently secure in their data protection. In order to transfer data to any other state, there must be binding contractual agreements, the consent of the data</td>
</tr>
</tbody>
</table>
subject, or the data transfer is necessary to carry out a contract for the data subject.\textsuperscript{128} Through the US-EU Privacy Shield Framework, the United States was one of the countries allowed free data transfers with the EU. However, since a 2020 CJEU decision, Privacy Shield’s adequacy decision has been invalidated.\textsuperscript{129}

**Proposed Measures**
2021: Portugal (as president of the EU) proposed for a European Data Governance regulation that would restrict foreign governments’ access to European industrial data, impose more obligations to transfer data held by a European public body, to ask for explicit consent if the public data relates to a person, and to create a European Data Innovation Board to “advise and assist” the European Commission when deciding to restrict “highly sensitive” industrial data flows.\textsuperscript{130}

<table>
<thead>
<tr>
<th>Country</th>
<th>Data Localization Type</th>
<th>Year</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>Direct and Explicit Localization</td>
<td>1997</td>
<td>According to the Accounting Act, a copy of accounting records must be stored in Finland. The data can be stored in another EU member state if immediate access is guaranteed.\textsuperscript{131}</td>
</tr>
<tr>
<td>France</td>
<td>Direct and Explicit Localization</td>
<td>2016</td>
<td>A ministerial circular announced that data produced by public administrations cannot be stored in a non “sovereign” (i.e., foreign) cloud, as this data is to be considered archives and stored domestically.\textsuperscript{132}</td>
</tr>
<tr>
<td>Georgia</td>
<td>Indirect and De Facto Localization</td>
<td>2014</td>
<td>According to the Law on Protection of Personal Data, cross-border transfers of personal data are only permitted to select countries deemed sufficiently secure in their data protection. Transfers to any other state must be approved by the Georgian Data Protection Authorities.\textsuperscript{134}</td>
</tr>
<tr>
<td>Germany</td>
<td>Direct and Explicit Localization</td>
<td>2017</td>
<td>According to the German Telecommunications Act, telecommunications providers must store data on phone numbers, the time and place of communications (except for emails), and involved IP addresses for four to 10 weeks on servers within Germany.\textsuperscript{135}</td>
</tr>
</tbody>
</table>

2013: According to the Tax Code, persons and firms that are required to keep books and records must keep them within Germany. There are some exceptions for multinational companies.\textsuperscript{136}
### Greece

**Direct and Explicit Localization**

2011: According to Law No. 3971/2011, retained data on traffic and localization must remain within Greece.\(^{139}\)

### Italy

**Indirect and De Facto Localization**

1972: According to Presidential Decree no. 633, accounting data for VAT declarations can only be kept in a third country if that country has signed a convention with Italy regarding the exchange of information for direct taxation. Therefore, all EU member states qualify.\(^{140}\)

### Kosovo

**Indirect and De Facto Localization**

2010: According to the Law on the Protection of Personal Data, to transfer data to a country that has not been deemed sufficiently secure in its data protection, the Kosovar data protection authorities must be notified and give authorization, and these transferred will only be approved if there is individual consent, contractual necessity, or vital interest.\(^{141}\)

### Luxembourg

**Direct and Explicit Localization**

2012: According to the Circular CSFF 12/552, financial institutions must process data within Luxembourg, except with explicit consent or for an entity of the group to which the institution belongs.\(^{142}\)

### Malta

**Indirect and De Facto Localization**

2003: According to the Data Protection Act, a cross-border transfer of personal data must be notified to the Commissioner’s Office.\(^{143}\)

### Moldova

**Indirect and De Facto Localization**

2012: According to the Law on Personal Data Protection, to transfer data to a country that has not been deemed sufficiently secure in its data protection, the Moldovan data protection authorities must be notified and give authorization, and these transferred will only be approved if there is individual consent, contractual necessity, or vital interest.\(^{144}\)

### Monaco

**Indirect and De Facto Localization**

1993: According to the Protection of Personal Data Act, personal data can only be transferred to states deemed insufficiently secure in their data protection with consent, vital interests, contractual necessity, or the authorization of
the Monégasque data protection authorities on the basis of appropriate contractual clauses.\textsuperscript{145}

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Localization</th>
<th>Law Year</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Montenegro</td>
<td>Indirect and De Facto Localization</td>
<td>2012: According to the Personal Data Protection Law, personal data can only be transferred to states deemed insufficiently secure in their data protection with consent, contractual necessity, vital interest, or authorization from the data protection authorities.\textsuperscript{146}</td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>Direct and Explicit Localization</td>
<td>1995: According to the Public Records Act, records that have been stored in archives in certain locations in the Netherlands must be stored within the country, this applies to paper and electronic records.\textsuperscript{147}</td>
<td></td>
</tr>
<tr>
<td>North Macedonia</td>
<td>Indirect and De Facto Localization</td>
<td>2005: According to the Law on Personal Data Protection, personal data can only be transferred to states deemed insufficiently secure in their data protection with consent, contractual necessity, vital interest, or authorization from the data protection authorities. Authorization from the data protection authorities can be obtained with a written data transfer agreement, preferably modelled off EU standard contract clauses.\textsuperscript{148}</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>Direct and Explicit Localization</td>
<td>2009: According to the Polish Gambling Act, data on legal gambling activity must be archived in real time on a server in Poland.\textsuperscript{149}</td>
<td></td>
</tr>
<tr>
<td>Romania</td>
<td>Direct and Explicit Localization</td>
<td>2015: According to Law No. 124, all data related to the provision of remote gambling services, including records and identification of the players, the stakes placed and the winnings paid out, must be stored within Romania.\textsuperscript{150}</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Indirect and De Facto Localization</td>
<td>2001: According to the Data Protection Law, any cross-border transfer of personal data requires notification to the National Supervisory Authority for Personal Data Processing (NSAPDP), and requires NSAPDP approval if to a country deemed insufficiently secure in its data protection.\textsuperscript{151}</td>
<td></td>
</tr>
</tbody>
</table>
Russia

Direct and Explicit Localization

2021: Russia released a draft (although it seems to already be enforced) law that included a range of conditions and restrictions on foreign firms using the Internet and telecommunication services (especially Facebook, Twitter, Google, and others) to provide services to more than 500,000 Russian users within a 24-hour period, including storing all personal data locally and that such foreigners setup a branch or representative office.152

2019: Russia enacted a two-year ban on the public procurement of data storage from foreign firms. Policymakers justified the ban on the need to protect Russia’s “critical informational infrastructure.”153

2018: Russia enacted another set of Yarovaya amendments that required companies to retain a broader range of communications content for six months, to store this data on Russian servers, and make them available to the authorities on demand without judicial oversight.154 In 2019, Russia enacted additional amendments that internet service providers store data, as prescribed by the Yarovaya amendments, using only Russian-manufactured technical means.155

2016: Russia enacted new laws (the first of the so called “Yarovaya” Amendments) that require telecommunications and certain internet companies to retain copies of all contents of communications for six months (including text messages, voice, data, and images) in Russia for up to three years and to this data to authorities on request and without a court order.156

must transfer their processing capabilities for Russian users to the local state-owned operator.\textsuperscript{159}

2013: Russia enacted a regulation that requires all “credit institutions” (presumably banks and other financial institutions, although it’s unclear) should store all data locally.\textsuperscript{160} It does not detail whether this is a strict localization requirement or mirroring requirement.\textsuperscript{161}

**Indirect and De Facto Localization**

2009/2016: The Bank of Russia has issued recommendations, such as Recommendations RS BR IBBS-2.22009 and Recommendations RS BR IBBS-2.9-2016, which imply that financial institutions should store certain sensitive (confidential) data (the scope of which is defined very broadly and would include personal data) in Russia. While these are not normative acts and thus not binding, they are authoritative and financial institutions follow them in practice.\textsuperscript{162}

2012: Russia has licensing and certification requirements (relating to protection of confidential information, as well encryption licenses, and certification of the information systems used for the storing and processing the data) for credit and financial institutions and the data they manage that, in practice, can only be satisfied by Russian cloud storage providers.\textsuperscript{163}

**San Marino**

**Indirect and De Facto Localization**

1995: According to The Law Regulating the Collection of Personal Data, in order to transfer personal data on any citizen or company to any third country, authorization is required from the data protection authorities, though there are no specific conditions that need to be met to obtain this authorization.\textsuperscript{164}

**Serbia**

**Indirect and De Facto Localization**

2009: According to The Law on Personal Data Protection, in order to transfer personal data to a country not deemed sufficiently secure in its data protection, authorization from the Serbian data protection authorities is required.\textsuperscript{165}

**Sweden**

**Direct and Explicit Localization**

1999: According to the Swedish Accounting Act, firms’ annual financial reports and balance sheets must be physically stored in Sweden for seven years.\textsuperscript{166}

**Indirect and De Facto Localization**

2019: Financial services are de facto required to physically store data within Sweden as The Financial Services Authority requires physical access to data servers.\textsuperscript{167}
### Switzerland

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>Cross-border data transfers of personal data to countries deemed insufficiently secure in their data protection requires the use of standard contract clauses or binding corporate rules. The list of insufficiently secure countries includes the United States after a 2020 decision that the Swiss–U.S. Privacy Shield Framework does not provide an adequate level of protection.</td>
</tr>
</tbody>
</table>

### Turkey

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>Turkey’s Banking Regulatory and Supervisory Authority released the Regulation on Information Systems of Banks, which reinforces that banks and financial services keep their primary (live/production data) and secondary (back-ups) information systems within the country.</td>
</tr>
<tr>
<td>2020</td>
<td>Turkey passed legislation (“Law on Amendment of the Law on the Regulation of Publications on the Internet and Suppression of Crimes Committed by Means of such Publications”) that includes data localization and grants the government sweeping new powers to regulate content on social media. The law requires social network providers with more than 1 million users to: establish a representative office in Turkey; respond to individual complaints in 48 hours or comply with official take-down requests of the courts in 24 hours; and keep personal data of Turkish citizens in country.</td>
</tr>
<tr>
<td>2019</td>
<td>Turkey released a Presidential Circular on Information and Communication Security Measures No. 2019/12, which includes data localization and other digital restrictions. Article 3 prohibits public institutions and organizations’ data from being stored in cloud storage services that are not under the control of public institutions. The Circular also requires that critical information and sensitive data be stored domestically. Draft regulation is expected that will also mandate localization of data produced by banks and financial services.</td>
</tr>
<tr>
<td>2018</td>
<td>Turkey’s Capital Markets Board (CMB) enacted new rules (the Communiqué on the Management of the Information Systems (VII-128.9)) for how publicly traded firms should manage their IT systems—which included data localization—in requiring primary and secondary IT systems only be in Turkey. The regulations cover a broad range of firms and organizations, including all publicly traded companies; the Istanbul Stock Exchange; organized markets; pension funds; the Istanbul Clearing, Settlement and Custody Bank; the Central Securities Depository of Turkey; custodians; the Capital Markets Licensing Agency; capital markets institutions; the Turkish Capital Markets Association; and the Turkish Appraisers Association.</td>
</tr>
</tbody>
</table>
2013: Turkey enacted a law—the Law on Payments and Security Settlement Systems, Payment Services and Electronic Money Institutions—that forces Internet-based payment services, such as PayPal, to store all data in Turkey for 10 years.174

Indirect and De Facto Localization
In 2016: Turkey enacted the Law on the Protection of Personal Data, which requires all cross-border transfers of sensitive and non-sensitive personal information require the explicit consent of data subjects, or have to meet other legal grounds.175 Data may only be transferred without consent to a country with sufficient protections in place. The Personal Data Protection Board determines which countries have adequate standards of protection and approves cross-border transfers to countries that lack such a standard.176 U.S. industry reports that conditions make it hard to transfer data. Turkey has not yet announced a list of countries that meet the standard of adequate level of protection. Further, the Data Protection Board has yet to grant approval to companies that have sought the ad-hoc approval.177

2008: According to the Electronic Communications Act, the data subject’s explicit consent is required to transfer traffic and location abroad anywhere.178

Ukraine
Indirect and De Facto Localization
2011: According to the Law on the Protection of Personal Data, cross-border personal data transfers to a country deemed insufficiently secure requires consent, contractual necessity, or vital interest.179

United Kingdom
Indirect and De Facto Localization
2014: According to the National Health Service information governance rules, it is not illegal to store NHS data abroad; however, it is viewed as a risk factor to do so and is therefore discouraged.180

2006: According to the Companies Act, if accounting records are stored outside the U.K., a copy of the accounts and returns must be stored domestically and available for inspection at all times.181
## MIDDLE EAST AND NORTH AFRICA

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algeria</td>
<td>Direct and Explicit Localization</td>
<td>2018: Algeria signed into law legislation requiring electronic commerce platforms conducting business in Algeria to register with the government and to host their websites from a data center located in Algeria.(^{182})</td>
</tr>
<tr>
<td>Egypt</td>
<td>Indirect and de Facto Measures</td>
<td>2020: Egypt enacted the Personal Data Protection Act (Law No. 151/2020), which requires licenses for cross-border data transfers.(^{183})</td>
</tr>
<tr>
<td>Jordan</td>
<td>Proposed Measures</td>
<td>2020: Jordan’s draft Personal Data Protection Law prohibits the transfer of personal data outside the Kingdom to any person that does not have sufficient levels of personal data protection. Exceptions to this rule include international cooperation, intra-organizational transfers, and health data that matters for the public health of the kingdom. Further, Article 5 requires the Council of Personal Data Protection to implement an approval process and permits for transferring data as well as issue a list of countries with sufficient levels of protections.(^{184})</td>
</tr>
<tr>
<td>Kuwait</td>
<td>Indirect and de Facto Measures</td>
<td>2021: Kuwait’s Data Confidentiality Protection Regulations requires firms to notify data subjects if their data is transferred abroad. The regulation requires firms to provide information on how long data will be stored overseas and where it is stored (an onerous and infeasible administrative requirement).(^{185}) The regulations are not applicable to security agencies.</td>
</tr>
</tbody>
</table>
| Saudi Arabia| Direct and Explicit Localization | 2020: Saudi Arabia’s National Data Management Office published the National Data Governance Interim Regulations, which requires firms to store and process personal data within Saudi Arabia “in order to ensure preservation of the digital national sovereignty over such data.” Data Controllers may only process or transfer personal data outside the Kingdom after obtaining written approval from the relevant regulatory authority.\(^{186}\) The legal status (whether they are mandatory regulations or voluntary guidance) remains unclear. 

2018: Saudi Arabia issued its cloud computing regulatory framework, which includes data localization requirements for various categories of data.\(^{187}\) As part of its classification framework, it states that no level 3 data (including data from private-sector-regulated industries (it is unclear what these are) and sensitive data from public authorities) can be transferred outside of Saudi Arabia, for whatever
purpose and in whatever format, whether permanently or temporarily (e.g., for caching, redundancy, or similar purposes), unless expressly allowed by the government. Furthermore, the framework (section 3.3.9) states that cloud providers are not allowed to transfer, store, or process level 3 data in any public, community, or hybrid cloud unless registered with local authorities. Cloud providers must also register and disclose where their data centers are in Saudi Arabia, and the countries where they have data centers process, store, transit, or transfer data from Saudi Arabia.\textsuperscript{188}

2018: Saudi Arabia’s National Cybersecurity Authority 2018 Essential Cybersecurity Controls framework states that data hosting and storage when using cloud computing services must be located with the country.\textsuperscript{189} The draft NCA 2020 Cloud Cybersecurity Controls framework requires operators to provide cloud computing services from within country, including all systems including storage, processing, monitoring, support, and disaster recovery centers. The requirement applies to all levels of data.\textsuperscript{190}

**Direct and Explicit Localization**

2019: The UAE’s health data protection law (UAE Federal Law No.2 of 2019) introduced a general prohibition (article 13) on the transfer of health data outside the UAE.\textsuperscript{191} In 2021, the UAE’s Ministry of Health and Prevention issued a long awaited resolution setting out exceptions that allow health data transfers, but the general prohibition remains in place.\textsuperscript{192}

**Proposed Measures**

2021: The UAE’s draft Data Privacy Law requires firms to get a permit from the local data protection authority prior to transferring sensitive personal data (article 38). Sensitive data is broadly defined, including any data that directly or indirectly relates to a person’s family or ethnic origin, health or personal data, or any Data that discloses psychological, genetic and biometric data, financial or economic data, and data related to religious beliefs and political opinions.\textsuperscript{193}
### CENTRAL ASIA

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Data</th>
<th>Description</th>
</tr>
</thead>
</table>
| Kazakhstan| Direct and Explicit Localization | 2021: Kazakhstan adopted new rules as part of its personal data protection framework, which specified that all personal data should be stored locally.\(^{194}\)

2015: Kazakhstan enacted a law (No. 418-V) on informatization that reaffirmed that organizations store electronic databases containing personal data in the country.\(^{195}\)

2013: Kazakhstan enacted an amendment to its personal data protection law that requires owners and operators collecting and using personal data to keep such data in-country. The requirement for localization of personal data applies to companies established in Kazakhstan and individual proprietors in Kazakhstan, including branches and representative offices of foreign companies.\(^{196}\)

2010: Kazakhstan enacted a regulation on telecommunication subscriber information, which prohibits the storage of subscriber information outside the country.\(^{197}\)

2005: Kazakhstan requires all domestically registered domain names (i.e., those on the “.kz” top-level domain) operate on physical servers within the country.\(^{198}\)

2004: Kazakhstan enacted a communications law that requires certain communication services to store data in the country.\(^{199}\)  

Uzbekistan | Direct and Explicit Localization | 2019: Uzbekistan’s revised personal data law requires explicit local personal data storage and processing.\(^{200}\)  

### SOUTH ASIA

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Data</th>
<th>Description</th>
</tr>
</thead>
</table>
| Bangladesh| Indirect and de Facto Measures    | 1991: Bangladesh’s Bank Company Act (section 12) states that banks can’t transfer business related documents outside the country without first getting the Bangladesh central bank’s permission.\(^{201}\)  

Proposed  
2020: Bangladesh’s draft Data Protection Act includes data localization and data mirroring provisions. Also, it requires firms to segregate data post-processing into sensitive, critical, and general personal data is technically
impracticable. It also includes extremely broad and far-reaching investigative powers, including the power to obtain access to all personal data and access to any premises.\textsuperscript{202}

2020: Bangladesh’s draft National Cloud Policy includes explicit data localization for all personal and government data. Transfers of data are only allowed for backup purposes, but only if the data doesn’t include any personal or sensitive data or data that is otherwise “not detrimental to the security of Bangladesh and important infrastructure” and if the transfer is to a country where Bangladesh can fully (unspecified) enforce its laws through bilateral or multilateral agreements.\textsuperscript{203}

\textbf{Direct and Explicit Localization}

2021: The Reserve Bank of India released a revised regulations on electronic know your customer (eKYC) requirements which states that the technology infrastructure should be housed in the Regulated Entity own premises and the video-based customer identification process connection and interaction (to do digital due diligence and verification of a customer) shall necessarily originate from its own secured network domain.\textsuperscript{204}

2020: The Securities and Exchange Board of India released a cybersecurity-related circular that financial institutions should “…ensure complete protection and seamless control over…critical systems…while keeping the critical data within the legal boundary of India.”\textsuperscript{205}

2018: The Reserve Bank of India enacted rules forcing all payment to be stored in India.\textsuperscript{206} Despite not providing any evidence of having faced regulatory issues pertaining to access to data, the RBI’s notion reasons for data localization were concerns over regulatory oversight and cybersecurity, as the bank cited the need for “continuous monitoring and surveillance” of payments data in order to reduce the risk of data breaches by ensuring payment services use the best global cybersecurity standards.\textsuperscript{207}

There is no bar on processing of payment transactions outside India. However, the data shall be stored only in India after the processing. In case the processing is done abroad, the data should be deleted from the systems abroad and brought back to India not later than the one business day or 24 hours from payment processing, whichever is earlier.\textsuperscript{208} In June 2019, RBI stated that the requirement to store payments data locally also applies to banks operating in India.\textsuperscript{209}

2017: The Ministry of Electronics and Information Technology released Guidelines for Government Departments on Contractual Terms Related to Cloud Services. The guidelines require that any government
contracts contain a localization clause mandating that all government data residing in cloud storage networks is located on servers in India.\textsuperscript{210}

2017: The Consolidated FDI Policy Circular of 2017 mandates certain conditions for the Broadcasting Sector. Clause 1.3 (ix) states that: “the Company shall not transfer the subscribers’ databases to any person or place outside India unless permitted by relevant law.”\textsuperscript{211}

2017: The Insurance Regulatory and Development Authority of India mandates that all original policyholder records should be maintained in India and obtain express consent from the data subject to transfer data outside India.\textsuperscript{212}

2013/2014: India enacted the Companies (Accounts) Rules law, which said if financial information is primarily stored abroad, its backups must be stored in India.\textsuperscript{213}

2012: India enacted the “National Data Sharing and Accessibility Policy,” which effectively means that government data must be stored in local data centers.\textsuperscript{214}

2007: The terms of India’s unified telecom license agreement required Indian telecom service providers not to transfer certain subscriber information outside India.\textsuperscript{215}

1993: Section 4 of the Public Records Act 1993 prohibits public records from being transferred out of India except for official public purposes. Section 4 states: “No person shall take or cause to be taken out of India any public records without prior approval of the Central Government: provided that no such prior approval shall be required if any public records are taken or sent out of India for any official purpose.”\textsuperscript{216}

**Indirect and de Facto Measures**

2021: India’s new Intermediary Guidelines and Digital Media Ethics Code includes a very short time period (72 hours) to respond to government orders to remove illegal content that would create a de facto data localization requirement for online intermediaries as it’d otherwise be hard, if not impossible, for them to comply (and thus avoid fines and other penalties).\textsuperscript{217}

2011: Amendments to India’s Information Technology Act of 2000, limited the transfer of data in cases only “if it is necessary for the performance of the lawful contract” or when the data subject consents to the transfer. However, the necessity requirement is not adequately explained, effectively limiting transfer of data only when consent is given.\textsuperscript{218}
Proposed

2021: India’s Department of Science and Technology released the Draft National Geospatial Policy includes data localization and measures that discriminate against foreign firms and products.219

2020: Report by the Committee of Experts on Non-Personal Data Governance Framework includes a range of data localization measures for non-personal data.220

2019: The Securities and Exchange Board of India considered forcing foreign financial institutions (like banks) who operate brokerage and custodian services to store all data locally.221

2019: India’s Draft Personal Data Protection Bill proposed mandating the storage of ‘one serving copy’ of all personal data within India. The bill would also impose onerous conditions on the cross-border transfer of “sensitive” personal information, including “explicit consent” by the data principal. “Critical” personal information—an undefined category—could not be transferred out of India under any circumstances. This Bill also proposes to empower the central government to classify any personal data as ‘critical personal data’ to be processed exclusively in India.222 The draft bill is still being debated and amended.

2018/2019/2021: Various drafts of India’s National E-commerce Policy explicitly call for forced data localization as a privacy, cybersecurity, and regulatory measure.223

2018: the Central Government released a draft set of rules to regulate online pharmacies in India. This was in the form of amendments to the Drugs and Cosmetics Rules, 1945. The proposed rule mandates that: “The e-pharmacy portal shall be established in India through which they are conducting the business of e-pharmacy and shall keep the data generated localized: Provided, that in no case the data generated or mirrored through e-pharmacy portal shall be sent or stored, by any means, outside the India.”224 As at writing, the final version had not been released.

2015: India released a National Telecom Machine-to-Machine (M2M) roadmap that requires all relevant gateways and application servers that serve Indian customers to be located domestically. The Roadmap has not yet been implemented.225 It was an overarching policy strategy, so did not have any mandated localization measures.

2014: The Indian National Security Council proposed a policy that would institutionalize data localization by requiring all email providers to set up local servers for their
India operations, and mandating that all data related to communication between two users in India should remain within the country.

Pakistan  
**Proposed**  
2020: Pakistan’s draft Personal Data Protection Bill includes a range of data localization and processing requirements (including for “critical personal data” (which is not clearly defined)). It requires Pakistan’s Personal Data Protection Authority to introduce a broad data localization framework to force firms to store copies (mirroring) of personal data in Pakistan, even where that data may otherwise be allowed to be transferred out of the country.226

Sri Lanka  
**Proposed**  
2019: Sri Lanka’s draft Data Protection Bill only allows cross-border transfers of data to countries designated by a government minister (it does not provide details about the approval process, nor assessment criteria). Furthermore, the draft bill does not acknowledge a range of other common legal mechanisms that firms use to transfer data, such as through standard contractual clauses, certifications, and binding corporate rules, as well as bilateral, regional, and multilateral mutual recognition frameworks.227 Personal data processed by a ‘public authority’ as a data controller is to be processed only in Sri Lanka, unless the data protection agency classifies such categories of personal data that are permitted to be processed outside Sri Lanka.228

SOUTHEAST AND NORTHEAST ASIA

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indonesia</td>
<td><strong>Explicit Data Localization</strong></td>
<td>2021: Indonesia’s Ministry of Communication and Information Technology issued Ministerial Circular No. 3/2021 on the use of third-party cloud services for central government agencies for FY2021. The circular sets out 13 security criteria for third party cloud providers that public agencies can use, among others: they must have at least 2 (two) availability zones at different data center locations in Indonesia; and they must store encryption keys within Indonesia.229</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2016: Indonesian Regulation 69/POJK.05/2016 mandates insurers/reinsurers to establish data centers and disaster recovery centers in Indonesia. Indonesia is considering national legislation and additional regulations on personal data protection, which could expand requirements for data localization.230</td>
</tr>
</tbody>
</table>
Indirect and De Facto Localization

2020: Indonesia’s Ministry of Communications and Information Technology (KOMINFO) issued the “Regulation on Governance of Private Scope Electronic System Administrators (ESA),” which is very vague and broad and contains de facto localization requirements that contravene existing regulations (GR71) which allow firms to store data offshore. The definition of what a private scope ESA is not clear and could be cover a broad range of digital activity. It requires all ESAs to register (whether foreign or domestic) with KOMINFO. Those that fail to register face sanctions, such as having their website/service blocked. Article 6 on the management, processing, and/or retention of data requires all ESAs to have approval from the minister, who must take into account the requirements and consideration of “national interests,” such as to ensure effective regulatory supervision and law enforcement access to data. It doesn’t specify the requirements and criteria to obtain approval to maintain data outside Indonesia. It also only provides firms 12 hours to remove illegal content after notification, which would create a de facto localization requirement as it’d be technically impossible for firms to abide by such a requirement. It requires private ESAs to provide access to their systems and data to government ministries and law enforcement within 24 hours after receiving a request. Further, Article 99 of GR 71 states that institutions holding “Strategic Electronic Data” must hold archives and must be connected to a specific data center (presumably one that is managed by the Government). Included in sectors stipulated as holder of “Strategic Electronic Data” are: energy, transportation, financial, healthcare, ICT, food, defense, and any other sectors stipulated by the Government.231

2020: Indonesia’s General Regulation Number 80 of 2019 (GR 80) stipulates that personal data cannot be transferred offshore, unless the receiving nation is deemed by the Ministry of Trade as having the same level of personal data standards and protection as Indonesia. However, this stipulation in GR 80 may not be immediately enforced, as the regulation has a 2-year transition period.232

Proposed Measures

2020: Indonesia’s Ministry of Communications and Information Technology draft Ministerial Regulation No. 5/2020 (which deals with sensitive online content and electronic system operators and therefore relates to the above) contains a range of problematic provisions that lead to de facto localization. It only allows for 24 hours to respond to requests to take down illegal content, and for content deemed urgent, only 4 hours. It also included providing mandatory access to data for government and law enforcement agencies. It also allows them to obtain traffic and subscriber data, without a clear requirement to provide...
legal reasoning. These would potentially apply to a broad range of services, such as startups, e-commerce players, social media, and game developers.  

**Malaysia**

**Indirect and De Facto Localization**

2020: For several years Malaysia’s central bank enacted a law maintained a moratorium on outsourcing hindering financial institutions’ ability to utilize their global digital platforms. Bank Negara Malaysia also has data localization elements in its Risk Management in Technology framework, but has indicated that it intends to remove them. It has amended its recent Outsourcing Guidelines to remove original data localization requirement.

**South Korea**

**Explicit Data Localization**

2019: Korea’s Cloud Security Assurance Program (CSAP, which governs cloud services for public sector agencies) requires the physical location of the cloud system and data shall only be within Korea and that cloud services for public institutions shall be physically separated from the cloud service area for private institutions.

2016: Korea’s Regulation on Supervision of Electronic Financial Transactions was amended to allow the use of cloud services by financial firms; however, the Financial Services Commission specifically requires that such data be maintained on servers located in Korea.

**Indirect and De Facto Localization**

2014: South Korea’s Act on the Establishment, Management, Etc. of Spatial Data Korea and associated (discriminatory) licensing regime prevents firms from transferring location-based data outside the country.

2011: Korea’s Personal Information Protection Act requires companies to obtain consent from “data subjects” (i.e., the individuals associated with particular data sets) prior to exporting that data. The act also requires “data subjects” to be informed of who receives their data, the recipient’s purpose for having that information, the period that information will be retained, and the specific personal information to be provided. This is clearly a substantial burden on companies trying to send data across borders.

**Vietnam**

**Explicit Data Localization**

2020: Vietnam: Decree 72 on the management, provision and use of Internet services and online information: Among other things, the new Decree proposes to regulate foreign social media platforms, app store platforms, in-app transaction payments, and all other businesses that need to use user ID verification technologies. Introduce new obligations to both local telecoms and foreign platforms who have caching servers in Vietnam, making them liable for objectionable contents on the foreign platforms. An internal government report associated with this decree
denotes how the country has become overly dependent on foreign platforms and how government control/national digital sovereignty has been weakened by these foreign companies.

**Proposed Measures**

2019: Vietnam: Draft of Law on Cybersecurity (effective since January 1, 2019) includes extensive local data storage requirements. The implementation decree is under consideration with the Office of the Government and the Ministry of Industry and Trade.

### SOUTH AND CENTRAL AMERICA

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td><strong>Explicit Data Localization</strong>&lt;br&gt;2018: Brazil's Ministry of Planning released guidelines for government contracts related to information and communications, which may include encryption methods, firewalls, and other measures. Confidential data or information produced or safeguarded by the Federal Public Administration, including backup data, shall receive a security risk assessment, and potentially be prohibited from being processed in a cloud computer software if deemed sufficiently sensitive. This data shall also be physically located in Brazil.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed Measures&lt;br&gt;2020: Policymakers introduced Bill 4723/2020 to Brazil's parliament to amend Brazil's Data Protection Law requiring all personal data to be stored within the country. The bill also would forbid the use of cloud computing for any data processing when data is stored outside the country.</td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td><strong>Explicit Data Localization</strong>&lt;br&gt;2020: Chile's financial regulatory authorities released updated regulations (Chapter 20-7 of Recopilación Actualizada de Normas Bancos, the Updated Compilation of Banking Standards) requiring “significant” or “strategic” outsourcing data be held in Chile. The same requirement is outlined in Circular No. 2, which is addressed to non-banking payment card issuers and operators. In effect, these regulations can apply to any confidential records. In the case of the international transfer of such data, transfer may occur but duplicate copies of such records must be held in Chile.</td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td>Proposed Measures&lt;br&gt;2021: Peru's draft National Strategy for AI, they encourage all projects financed with public resources to incorporate</td>
<td></td>
</tr>
</tbody>
</table>
the use of local data centers and/or cloud platforms whose infrastructure is installed in Peru.²⁴⁴

2020: The Digital Government Secretariat of Peru released draft regulations for a Digital Trust Framework, which gives preferential treatment to domestic data storage and domestic service providers.²⁴⁵ U.S. firms reports that the draft proposal includes: (1) the creation of a whitelist of permitted countries for cross-border transfer of data (even though the Peruvian Data Protection Law does not include such restrictions); and the creation of a national data center intended to host the information provided by the public sector entities.²⁴⁵

Venezuela

Explicit Data Localization
Venezuela has passed regulations requiring that IT infrastructure for payment processing be located domestically.²⁴⁶

### CHINA

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Data</th>
<th>Description</th>
</tr>
</thead>
</table>
| China   | Direct and Explicit Localization | Overview: China's Cybersecurity Law (CSL), draft Personal Information Protection Law, and Data Security Law are central to China's evolving data governance framework, and each include extensive explicit and de facto data localization measures. However, even with these three major pieces of legislation in place, the patchwork of requirements related to data localization and cross-border data transfers are likely here to stay.²⁴⁷

Typical of Chinese policymaking, Chinese laws like the CSL often only offer high-level requirements, so sectors wait on subsequent draft laws, regulations, standards, and implementing regulations be released and discussed to see how it’ll ultimately affect how they do business. Another factor that is unique to China is that it has many regulations that are recommended best practices or standards that in practice are mandatory requirement. These measures exist in sectors such as banking,²⁴⁸ insurance,²⁴⁹ credit investigation,²⁵⁰ post and courier services,²⁵¹ population health and genetic information,²⁵² online taxi booking businesses,²⁵³ location services²⁵⁴ and civil aviation.²⁵⁵ Many of these overlap with listed policies, but some are separate so a thorough analysis of localization needs to consider both tools.²⁵⁶ Some sector regulators/regulations allow data transfers to overseas entities or individuals in limited circumstances, and often on a case-by-case basis, but such requirements are uneven.
and the process to obtain regulators’ consent is often opaque. Some of China’s earliest data localization requirements have been superseded by new laws and regulations, but are included to show the trend towards more and broader localization in China.

2020: PBOC Technical Specification for Protection of Personal Financial Information, personal financial information (PFI) must not be transferred or shared, except where essential for the processing and settlement of financial transactions. PFI collected or generated in China must be stored and processed in China.\(^{257}\) This applies to all banks, financial institutions, and insurance firms. PFI is widely defined and includes personal and non-personal information which is collected, processed, generated and secured through the provision of financial products or services within China.\(^{258}\) Firms may only transfer personal data cross-border in select, restrictive circumstances.\(^{259}\) The specification is a “recommended” national standard within China’s vast and complicated standards system, where these standards are in fact mandatory as authorities will use it as a benchmark for compliance assessments during audits and enforcement.

2020: TC180 & PBOC Personal Financial Information Technical Specification, Classifies PFI into three levels. All PFI collected and produced in China must be stored, processed, and analyzed in China. Can do intra-company transfers.\(^{260}\)

2020: The PBOC’s “Interim Measures for Administration of the Credit Rating Industry” came into effect. It reiterates existing localization requirements in requiring credit rating agencies to process and store all information they collect in China.\(^{261}\)

2019: The PBOC and CBIRC issued “Administrative Measures for Bank Card Clearing Institutions” for bank card clearing agencies which included forced data localization and data processing (articles 3 and 20).\(^{262}\)

2019: NPC PRC Securities Law (Article 117), no business or individual may send abroad documents and materials related to securities business activities without the approval of the State Council’s oversight bodies.\(^{263}\)

2019: CBIRC Banking Financial Institutions Anti-Money Laundering and Counter Terrorist Financing Management Measures (Article 28), banking and financial institutions are not allowed to send abroad customer identification information and transaction information obtained when performing anti-money laundering and anti-terrorist financing obligations, except when permitted by laws and administrative regulations.\(^{264}\)
2019: According to the Regulations of the People's Republic of China on the Administration of Human Genetic Resources, the Chinese government reserves the right to manage the genetic data of its citizens. Article 7 stipulates that foreign organizations may not collect or preserve Chinese genetic data domestically or abroad.\textsuperscript{265}

2019: The People’s Bank of China’s (PBOC) Implementing Measures of Financial Consumer Rights Protection (Article 34), the storage, processing and analysis of consumer financial information collected in China shall be carried out in China. (Exceptions for intra-company transfers, required for int’l transactions, authorized by consumer).\textsuperscript{266}

2018: According to the Measures for the Administration of Scientific Data (the “Measures”), any scientific data supported by Chinese government funding must be stored domestically. Notably, this also applies to scientific data collected by foreign firms who are then “encouraged by the stick” to store their data in China or face harsh regulation enforcement.\textsuperscript{267}

2017: China’s Cybersecurity Law requires operators of “critical information infrastructure” (CII) to store personal information and “important data” within the PRC. In order to transfer this data abroad, a security assessment must be undertaken by the appropriate authorities. It is still unclear what a “critical information infrastructure” operator is, or what constitutes “important data,” and the scope of both terms may expand (or shrink) as respective agencies enact implementing regulations. Some examples of CII that have been provided include public communication and information services, energy, communications, water conservation, finance, public services and e-government affairs.\textsuperscript{268}

2016: NASG (the regulatory body in charge of issuing licenses for mapping and surveying) defined that the autonomous mapping feature used in automated vehicles is a form of electronic navigation map, and that all data collection, editing, processing and production of autonomous driving maps must be done by a NASG licensed firm. Of the 14 entities licensed by NASG, all are domestic Chinese firms.\textsuperscript{269}

2016: According to the Interim Regulations for the Management of Network Appoint Taxi Services Operations, there is a licensing system for online taxi companies that requires them to host user data on servers located in China.\textsuperscript{270}
2016: According to China’s Map Management Regulations, online maps must acquire an official certificate and set up their servers within China.\(^{271}\)

2016: China’s Administrative Measures for the Online Payment Business of Non-Banking Payment Institutions requires relevant firms to have their data and IT systems in China and that all data processing must be done locally.\(^{272}\)

2016: China’s Provisions on Administration of Online Publishing Services requires firms to keep servers and storage equipment in China.\(^{273}\)

2014: According to the Administrative Measures for Population Health Information, population health data can only be stored and processed within China.\(^{274}\)

2013: According to Article 24 of the Regulation on the Administration of Credit Investigation Industry, organizing, preserving and processing of consumer or commercial data by credit reporting agencies must take place within China.\(^{275}\) This older law was left purposely vague so foreign credit firms (but not local firms) could still transfer data, but new (2021) credit investigation regulations (below) include explicit localization requirements that affect all firms.

2011: According to the Notice to Urge Banking Financial Institutions to Protect Personal Financial Information, personal data collected by commercial banks can only be stored, handled, and analyzed in China.\(^{276}\)

2006: China’s Measures for the administration of Electronic Banking Businesses (then known as e-banking) required Chinese-invested banking institutions to keep IT systems and data in China.\(^{277}\)

2000: According to China’s Telecommunications Regulations, all data collected inside China must be stored on Chinese servers.\(^{278}\)

1989: According to the Law of the People’s Republic of China on Guarding State Secrets, it is prohibited to transfer cross-border any data containing state secrets. There is no detailed definition of what constitutes a state secret.\(^{279}\)

**De Facto Data Localization**

2021: CAC releases draft revision of Cybersecurity Review Measures, which explicitly require review before foreign listing of firms holding over 1m users’ data.\(^{280}\)

2020: China’s Data Security Law (coming into force September 1, 2021) creates new liabilities for entities engaging in activities that might harm the “national
security, public interest, or lawful interests of citizens or organizations” in China. The draft states that China will establish a security review mechanism, data processors must obtain licenses, and cooperate with national security agencies while going through data review processes.\textsuperscript{281}

\textbf{Proposed Data Localization}

2021: China’s draft Credit Business Management Measures requires firms to store data in China (article 35). In cases where firms need to provide credit information to foreign counterparts and other foreign organizations for the purpose of cross-border trade and finance, it must assess the request and file any such requests with the PBOC.\textsuperscript{282}

2021: CAC released “Draft Provisions on the Management of Automobile Data Security” personal information and “important data” be stored in China, and where it is necessary to provide such information and data abroad, the Operator shall conduct a cross-border data transmission security assessment organized by the CAC. The measure defines “important data” broadly, including surveying and mapping data, operational data on vehicle charging grids, statistics on the types and flows of vehicles on the road, audio and video data outside a vehicle, “other data deemed to affect national security and public interest.”\textsuperscript{283}

2019: China’s draft Critical Information Infrastructure Regulations expanded the scope of what constitutes CII in the Cybersecurity Law. Under this draft, CII protection would also apply to government agencies and entities in the energy, finance, transportation, water conservation, healthcare, education, social insurance, environmental protection and public utilities sector; information networks, such as telecommunication networks, broadcast television networks and the internet, and entities providing cloud computing, big data and other large-scale public information network services; research and manufacturing entities in sectors such as science and technology for defense, large equipment manufacturing, chemicals industry and food and drug sectors; and press entities such as broadcasting and television stations, news agencies and other key entities.\textsuperscript{284}

2019: China’s Cyberspace Administration of China released the draft “Measures of Security Assessment of the Cross-border Transfer of Personal Information,” which would require strict and comprehensive security assessments for the cross-border transfer of personal information from any “network operator.”\textsuperscript{285} The draft details several elements of China’s (2017) Cybersecurity Law. These measures would likely cover most, if not all, cloud providers and larger organizations and firms requiring large data transfers (e.g., over 500,000 records). In the draft’s current form, critical information infrastructure
operators, national authorities, and data controllers processing above an undefined threshold may only transfer personal data abroad after an approved security assessment. It is unclear how this draft affects previously issued mandates in the Cybersecurity Law.\textsuperscript{286}

2020: China’s draft Personal Information Protection Law (PIPL) would require personal information process by a state organ be stored within China and may only be transferred abroad when there is a business or contractual necessity and may only happen after an application is filed and a risk assessment is conducted.\textsuperscript{287} PIPL will undergo its 3\textsuperscript{rd} draft review in August and is likely to be implemented shortly after.

2019: China’s draft Administrative Measures on Data Security stipulate that in order to publish, share, trade or send important data to overseas, a network operator must independently assess its own security risks and report to (unspecified) relevant industry regulators for approval.\textsuperscript{288}

### OCEANIA

<table>
<thead>
<tr>
<th>Country</th>
<th>Type of Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>Direct and Explicit Localization</td>
<td>2012: Australia's Personally Controlled Electronic Health Records Act requires that personal health records be stored only in Australia.\textsuperscript{289}</td>
</tr>
<tr>
<td>New Zealand</td>
<td>Direct and Explicit Localization</td>
<td>2010: New Zealand’s Inland Revenue Act requires businesses to store business records in local data centers.\textsuperscript{290}</td>
</tr>
<tr>
<td>Country</td>
<td>Type of Data</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>Canada</strong>&lt;br&gt;Canada</td>
<td><strong>Direct and Explicit Localization</strong>&lt;br&gt;2003: Two Canadian provinces, British Columbia and Nova Scotia, have implemented laws mandating that personal data held by public bodies such as schools, hospitals, and public agencies must be stored and accessed only in Canada, unless certain conditions are fulfilled. The tender for the project to consolidate the federal government’s ICT services, including email, for 63 different agencies requires the contracting company to store the data in Canada (citing national security reasons).&lt;sup&gt;291&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td><strong>Indirect and De Facto Localization</strong>&lt;br&gt;2006: Quebec requires public bodies ensure that “equivalent” data protection must be demonstrated before personal data can be transferred cross-border. No list of equivalent states has been released.&lt;sup&gt;292&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Proposed/Considered Data Localization</strong>&lt;br&gt;2019: The Office of the Privacy Commissioner (OPC) proposed revising its policy position on transborder data flows under the Personal Information Protection and Electronic Documents Act (PIPEDA), to assert that a company that is disclosing personal information across a border, including for processing, must obtain consent. OPC ultimately withdrew its proposal, however, it did so with the caveat that it would maintain the status quo only “until the law is changed.”&lt;sup&gt;293&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mexico</strong>&lt;br&gt;Mexico</td>
<td><strong>Indirect and De Facto Localization</strong>&lt;br&gt;2010: According to the Federal Law for the Protection of Personal Data in the Possession of Private Parties, consent is required for cross-border transfers of personal data except when the transfer is intra-group, or it is required by a contract.&lt;sup&gt;294&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td><strong>Proposed Measures</strong>&lt;br&gt;2020: Mexico’s central bank (Banxico) and the National Banking and Securities Commission (CNBV) issued draft fintech regulations (Provisions Applicable to Electronic Payment Fund Institutions) that would force firms to only choose cloud providers based in Mexico. Article 50 would impose a local data storage requirement. Article 49 would establish a regulatory approval model with a high degree of discretion and lack of transparency for determining what cloud computing services payments and financial firms could use.&lt;sup&gt;295&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
United States

Direct and Explicit Localization
2011: Specific federal U.S. government agencies (mainly defense and intelligence related) require the use of a specific U.S.-based cloud service (GovCloud) and stipulate local data storage in ICT contracts. Previously, government agencies with data subject to compliance regulations were unable to process and store data in the cloud that the federal government mandated be accessible only by U.S. persons. GovCloud is used by U.S. government agencies for sensitive workloads that need to meet specific regulatory and compliance requirements, such as those set by the International Traffic in Arms Regulations (ITAR), the Federal Risk and Management Program (FedRAMP) High, Department of Defense Security Requirements Guide (DoD SRG) Impact Levels 4 and 5, and Criminal Justice Information Services (CJIS). AWS GovCloud regions are only in the United States and are logically and physically administered exclusively by AWS personnel that are U.S. citizens only. They are physically separated from all other AWS cloud regions. This localization requirement is contractual, rather than based in legislation. For example, FedRAMP control specific contract clauses guide refers to U.S. National Institute of Standards and Technology standard SP 800-53 and outlines how U.S. government agencies "with specific data location requirements must include contractual requirements identifying where data-at-rest (primary and replicated storage) shall be stored."

Sub-National Requirements
2009: The City of Los Angeles requires Google to store its data within the United States.

Proposed/Considered Data Localization
2021: A draft bill presented by Senator Ron Ryden (D-Ore.) calls for the Secretary of Commerce to lead an investigation determining categories of sensitive data that could harm U.S. national security if exported to certain countries, and draft a list of countries whose data security would allow Americans to safely export data. Bulk exports of data to countries not on this white-list would require a license.

2016: In 2016, the United States considered exempting financial data from provision in the Trans-Pacific Partnership trade agreement that would have prohibited data localization. But thankfully, these agencies saw the errors of this approach. U.S. trade policy now included extensive details that specific the importance of access to data.

U.S. State-Level Regulations
2011: A New York senator proposed a law that would prohibit the transfer of personal information outside the
United States without the prior written consent of the consumer.\textsuperscript{301}

2004: Proposed in Ohio, Bill no. 459 would prohibit transferring personal data overseas without written consent as part of any state procurement projects.\textsuperscript{302}

2004: Similar to the Ohio bill, Missouri proposed House Bill no. 1497 which would also require consent to transfer telecommunications data.\textsuperscript{303}
APPENDIX B: MODEL METHODOLOGY

Selecting a Data Restrictiveness Index

ITIF used OECD’s Indicators of PMR data to compute an index of data restrictiveness because it has the broadest range of recorded years out of any viable index on data governance in a publicly available database. A longer range of time in a country’s recorded DRI is more useful than data only available for recent years. Also, the distribution of a PMR-based DRI shows greater variation in the distribution of countries’ measurements than indices computed with other applicable databases. This normal distribution makes any quantitative exercise more feasible since statistical trends are best identified with wide variations in data. With data inputs taken from the PMR database to form a DRI, modeling has panel data available for countries from 1998 to 2018. When extending regression findings, it is worth noting that OECD’s configuration of available PMR sub-indicators changes between 2013 and 2018. DRI proxies between years are computed using equations 1 and 2 listed below. Unweighted averages of select PMR sub-indicators are taken to further isolate data-relevant restrictions on trade while excluding additional confounding factors included in the overall tabulation of OECD’s PMR index.

\[ DRI_{xt} = \frac{\text{Administrative Barriers to Startups}_{xt} + \text{AdminReg Opacity}_{xt}}{2} \] (1) [2003, 2008, 2013]

\[ DRI_{xt} = \frac{\text{Assess.Competition+Interaction.IG} + \text{Reg.Complexity+ Barriers.Services+Barriers.Network}}{5} \] (2) [2018]

Given that measurements within the OECD’s PMR Indicators database are recorded on a scale of 0–6 (0 being most open for trade, and 6 being most restrictive to trade flows), DRI is also computed on the same scale, wherein a higher measurement of DRI indicates greater restrictions on data flows within a country. Figures 1 and 2 and three show the rankings of most data-restrictive countries based on DRI scores for years 2013 and 2018.

Figure 1: 2013 DRI among most restrictive countries

Source: OECD Indicators of PMR Database and Authors’ own calculations.
PMR sub-indicators selected for pre-2018 data are determined by best practice exhibited by CIGI & Chatham house modeling of data restrictiveness via PMR. 2018 PMR sub-indicators are selected for computing a DRI proxy due to observed correlation patterns listed below in table 1.

Table 1: Correlation table for continuity of DRI

<table>
<thead>
<tr>
<th></th>
<th>Correlations Between Years Within the Same Year</th>
<th>Correlations Between PMR and DRI Proxy Within the Same Year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2008 to 2013</td>
<td>2013 to 2018</td>
</tr>
<tr>
<td>PMR Index</td>
<td>0.968</td>
<td>0.854</td>
</tr>
<tr>
<td>DRI Proxy</td>
<td>0.596</td>
<td>0.503</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: OECD Indicators of PMR Database and Authors’ own calculations.

Best-practice methodology using PMR to proxy data restrictiveness among countries gives a correlation of 0.596 from 2008 to 2013. This comes with a correlation in OECD’s overall PMR Index of 0.968 between the same years observed. Correlation between the 2013 and 2018 overall PMR index falls to 0.854, which indicates that the correlation of DRI proxy data from 2013 to 2018 should also fall by some similar amount. A correlation of DRI between 2013 and 2018 of 0.509 shows that correlation has only fallen slightly due to a drop in correlation in the original PMR index, likely due to the simple fact that greater policy changes made by countries around regulations were enacted between 2013 and 2018 than from 2008 to 2013. Therefore,
calculation of DRI using 2018 PMR data should be understood as comparable with pre-2018 PMR data.

OECD also provides additional data related to services regulation via the Services Trade Restrictiveness Index (STRI), which contains the sub-index Digital Services Trade Restrictiveness Index (DSTRI), and its component measurement Infrastructure and Connectivity. This data is newer than the PMR database yet only exists from 2014 to 2020. DSTRI intends to capture a truer representation of digital services regulations. However, the current publicly available version of the STRI database possesses a far smaller time range than PMR and a highly skewed distribution of index measurements, with little variation between countries and across years—all making econometric application less feasible. DRL using PMR sub-indicator inputs gives the most normal distribution of the three noted approaches and greatest time range, better lending itself to regression modeling than other approaches. DSTRI will likely eventually be the best publicly available index for approximating a country’s data restrictiveness as OECD adds greater detail and extends the period of available years. However, as it currently exists, PMR retains more utility to observing trends over time in data restrictiveness against economic performance and for a broader swathe of countries.

Selecting a Data-Intensity Modifier

ITIF’s model assumes that data restrictions have greater effects on economic industries that are more reliant on data and data-related tools and services. To best weigh national DRI measurements as industry-specific measurements, a DIM is calculated to help correct for bias in the proxy DRI by weighting each downstream industry’s linkage with national data restrictiveness for every industry within the KLEMS categorization. Furthermore, this model selects the United States as a reference country in a given baseline year for computing industry-specific measurements of DIM to be applied to countries in the sample, thus controlling for issues of endogeneity because data-intensity in the United States cannot influence data-intensity in other countries over time. However, this exogenous approach for estimating DIM assumes that countries within the sample have equal technologies as the United States. U.S. Census ICT 2013 Survey data on noncapitalized software expenditure and BLS data of employment by industry in the same year are gathered to compute the ratios of data-related service expenditure per worker in each industry. ITIF’s methodology for calculating DIM is based on best practice as demonstrated by ECIPE. Labor is recorded in number of workers employed and noncapitalized software expenditure is recorded in millions of U.S. Dollars. DIM is taken as a natural log to align with previous literature on factor intensity.

\[
DIM_y = \ln \left( \frac{\text{Noncapitalized software expenditure}_{y}}{\text{Labor}_{y}} \right)
\]
Figure 4: Data intensity by KLEMS industry (as log of noncapitalized software expenditure per worker)

Comparing Distributions of DRL under Different Approaches

Computing both a proxy DRI and DIM by industry lets us create a composite index that links country-level data restrictiveness to downstream industry-specific measurements of vulnerability to data restrictions. The product of a country's DRI with an industry's DIM gives the DRL of each industry within sample countries. Distributions of DRL over panel data ranging from 1998 to 2018 are listed ahead (Figures 5, 6, and 74) for different proxy tools used to derive DRI, and in turn, DRL. DRL computed using DRI informed by PMR sub-indicators yields the greatest variation in data, most normal distribution, and widest max time range to observe change over time in countries' data restrictiveness levels. These factors, as discussed earlier in Appendix B, are why the final methodology and regression models analyzed use DRL data informed by PMR sub-indicators than DSTRI-related data.

(4)

\[ DRL_{xy} = DRI_{xt} \times DIM_y \]

Figure 5: Histogram of DRL from PMR sub-indicators

Figure 6: Histogram of DRL using DSTRI: overall
Figure 7: Histogram of DRL using DSTRI: classification 1- Infrastructure & Connectivity

Selecting Industry-Level Indicators of Economic Performance
This model seeks to examine economic performance among countries at the industry level. The EU-KLEMS Database has a wide range of economic indicators available among a set of over 28 OECD member nations within the EU plus other developed partners outside Europe for every industry within the KLEMS categorization. EU-KLEMS details economic data for observing both intermediate and final trade flows via the volume of gross output (GOV) per industry. We select this variable along with a measurement of price indexes based on value added (PVA) in gross output, which aggregates prices to consumers for each industry per country. Lastly, we select a third variable of TFP, which provides a measurement of productivity marked by efficient usage of labor and capital aggregated to industry-level measurements for each sample country. The 2019 version of EU-KLEMS provides these industry-level measurements among countries throughout a panel of data ranging from 1995 to 2017, allowing for a robust time series to observe sufficient changes in both national policies and economic performance, and supporting a time lag in data.

Regression Models
The purpose of this regression modeling is to measure the causal relationship between the index of DRL for the previous year with the log of volume of gross output (GOV), log of TFP, and log of value-added price-indexes (PVA). $\phi$ is the intercept ($\beta_0$ estimate). This model runs log-linear regressions in order to estimate the expected changes in percentage of GOV, TFP, and PVA associated with a change in the DRI. $\theta$ is the estimated regression coefficient of DRL, $\delta_{xt}$ represents fixed effects by country-year, and $\gamma_{yt}$ represents fixed effects by sector-year. $\epsilon_{xyt}$ is the residual. The fixed effects are controls placed for unobserved variations between countries and industries not able to be recorded in the model. A time lag is added to all regression modeling wherein dependent data in year T is regressed against DRL data in year T - 1 given that changes in economic performance induced by restrictions on data transfers that would be expected to occur over time (economic performance would not change as immediately as a new policy is enacted).
(5) [Regression Model for GOV]

\[
\ln(GOV_{xty}) = \phi + \theta * DRL_{x y t-1} + \delta_{xt} + \gamma_{yt} + \varepsilon_{xyt}
\]

(6) [Regression Model for Total Factor Productivity]

\[
\ln(TFP_{xty}) = \phi + \theta * DRL_{x y t-1} + \delta_{xt} + \gamma_{yt} + \varepsilon_{xyt}
\]

(7) [Regression Model for Prices (PVA as price index based on value added)]

\[
\ln(PVA_{xty}) = \phi + \theta * DRL_{x y t-1} + \delta_{xt} + \gamma_{yt} + \varepsilon_{xyt}
\]

Table 2: Regression results

| Dependent Variable | Coefficient Estimates of Data Restrictiveness Linkage | Pr(>|t|) | Standard Error | Number of Observations | R-Squared |
|--------------------|--------------------------------------------------------|---------|----------------|------------------------|-----------|
| ln(TFP)            | -0.02918***                                             | 0.000937| 0.0088         | 1691                   | 0.1165    |
| ln(PVA)            | 0.01448*                                                | 0.063356| 0.0078         | 2351                   | 0.2271    |
| ln(GOV)            | -0.07306***                                             | 0.00005 | 0.018          | 1990                   | 0.9496    |

Note: Robust standard errors in parentheses, *** p<0.001, ** p<0.05, * p<0.1
Source: Authors.
Extending Regression Models to Identified Countries Outside Sample

Regression results on the statistical relationship between an industry’s DRL and its economic indicators for productivity, prices, and trade volumes can be applied to make estimates as to the national economic impacts borne by countries implementing new data restrictions over time. While regression panel data spans 1998 to 2013, the most recent year in the OECD PMR database, 2018, has data available to compute DRI measurements to quantify changes in data restrictions between 2013 and 2018. While OECD’s methodology in compiling PMR sub-indicators changed in 2018, 2018 PMR data can still be compared with previous years, allowing for new DRI proxies in 2018 to still be comparable with pre-2018 DRI. In order to do this accurately, the methodology of DRI calculations must change for 2018. This change in calculation methodology is provided in equation 2. Five PMR sub-indicators are selected to form an unweighted average that matches correlation trends between previous years in DRI and between DRI and overall PMR within years. These lowest-level sub-indicators are all the components of the two medium-level indicators Simplification and Evaluation of Regulations, and Barriers in Service and Network Sectors. Calculating 2018 DRI measurements of countries using this data produces correlation results observable in Table 1, supporting this selection. Table 3 shows estimated costs of increased DRI to a set of four countries of interest available to OECD’s PMR database in both 2013 and 2018, as percentage changes over the six-year span of 2013 to 2018.

Table 3: Economic costs of case studies due to changes in DRI

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>3.88</td>
<td>1st</td>
<td>4.13</td>
<td>1st</td>
<td>0.25</td>
<td>-1.7%</td>
<td>-0.7%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Indonesia</td>
<td>2.03</td>
<td>19th</td>
<td>3.14</td>
<td>4th</td>
<td>1.11</td>
<td>-7.8%</td>
<td>-3.2%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Russia</td>
<td>1.38</td>
<td>39th</td>
<td>2.08</td>
<td>12th</td>
<td>0.70</td>
<td>-4.9%</td>
<td>-2.0%</td>
<td>1.0%</td>
</tr>
<tr>
<td>South Africa</td>
<td>2.17</td>
<td>16th</td>
<td>3.47</td>
<td>2nd</td>
<td>1.30</td>
<td>-9.1%</td>
<td>-3.7%</td>
<td>1.9%</td>
</tr>
</tbody>
</table>

Note: DRI rankings are based out of 46 countries maintained in both 2013 and 2018 within the OECD “Indicators of PMR” database. As a result, this ranking excludes notable countries such as India and Argentina.

Source: Authors.
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